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Abstract: Monte Carlo (MC) method is the gold standard dose calculation algorithm. Determination of the electron beam parameters 
for MC simulation is often estimated using trial and error methods. However, this can be tedious and time-consuming. This paper 
aims to validate MC simulated data using 1D gamma analysis for 6MV photon beam to obtain the optimal parameters. BEAMnrc 
codes were used to generate phase space files for conventional field sizes 10 × 10 cm2, 6 × 6 cm2, 4 × 4 cm2 and small field sizes 2 × 
2 cm2, 1 × 1 cm2, 0.5 × 0.5 cm2. For conventional field sizes, simulations were benchmarked against Golden Beam Data (GBD). 
Simulations for small fields were benchmarked against measurements obtained using EDGE Detector and PTW Diode SRS detector 
in a Sun Nuclear 3D scanner. Dose profiles in water were calculated using DOSXYZnrc codes. Initial reference parameters were 
approximated using average percentage dose differences of different mean electron energy and electron beam radial distribution (Full 
Width at Half Maximum, FWHM). Subsequently, the optimal parameters were validated by 1D gamma analysis using varying 
gamma criteria from γ0.3%/0.3mm to γ2.0%/2.0mm for depth dose and lateral dose profiles. Comparisons were performed along the central 
region at depth dose 1.6 cm . Optimal parameters were found to be unique for small field sizes. As field size decreases, smaller 
FWHM were required to match measured data. By using 95% passing rate, a generic set of optimal electron beam parameters in a 
MC model for all field sizes could be accurately determined. Our findings provide MC users a set of optimal parameters with 
sufficient accuracy for MC simulation work. 
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1. Introduction 

The MC method has been proven to be the gold 

standard for dose calculation in radiotherapy [1-3]. 

However, linac beam models are unique and it is 

necessary, therefore, to simulate each linac 

individually to generate a clinically realistic MC 

simulation [4]. Report of the American Association of 

Physicists in Medicine (AAPM) Task Group No. 105 

highlighted the importance and challenges of using 

MC method in treatment planning [5]. 

The first fundamental step is the accurate 
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determination of the primary electron beam 

parameters. However, the actual shape and spectra of 

the electron beam are rarely known. To determine it 

experimentally requires a portable spectrometer with a 

degree of sophistication, which is not readily available 

to radiotherapy clinics [6, 7]. As a first approximation, 

the electron beam is modelled as a source with 

mono-energetic spectra and gaussian spatial 

distribution by the mean electron energy (ε) and 

FWHM. Despite the irregularity of the actual shape of 

the primary electron beam, a Gaussian model FWHM 

provides a good initial approximation [6]. Several 

studies used different procedures for the determination 

of the electron parameters, such as trial and error 
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methods, which can prove to be a difficult task for 

users as it is tedious and time-consuming [4, 8-10]. 

Commissioning procedure for a MC model is 

usually conducted by comparing a set of 

measurements at a single reference field size 

(generally 10 × 10 cm2) to the corresponding MC 

simulation [6, 11]. Several studies have reported 

several different procedures for analysing the accuracy 

of the simulated profiles [4, 6, 8, 9, 12, 13]. 

The objective of this study is to provide an 

evaluation approach that will clearly identify the 

optimal parameters for MC simulation. The current 

study uses 1-dimensional (1D) gamma (γ) analysis to 

evaluate the match of the 6MV photon beam 

simulated depth doses and lateral profiles of 

conventional field sizes (10 × 10 cm2, 6 × 6 cm2, 4 × 4 

cm2) to GBD and small field sizes (2 × 2 cm2, 1 × 1 

cm2, 0.5 × 0.5 cm2) to measured data. Study was done 

to investigate the optimal parameters differences 

between conventional and small field sizes. A generic 

set of optimal electron beam parameters for all field 

sizes will be also determined. 

2. Experimental Methods 

Small field measurements were obtained by 

crosschecking measured data from EDGE Detector 

(Sun Nuclear Corporation, Melbourne, FL) and PTW 

Diode SRS (PTW-60018) in Sun Nuclear 3D water 

scanner. To avoid confusion, the term ‘measured data’ 

will refer to GBD for conventional field sizes and 

measured data in small fields. 

2.1 Monte Carlo Simulation Parameters 

Phase space file (phsp) for field size 10 × 10 cm2 

(100 cm source to surface distance (SSD)) was 

generated using BEAMnrc user codes (National 

Research Council of Canada, Ottawa, ON). 

Specifications provided from the Varian Monte Carlo 

data package for 6MV photon beam from Varian 

Clinac iX (Varian Medical Systems Inc., Palo Alto, 

CA) was modeled [14]. Gaussian radial intensity 

distribution was assigned to the incident electron beam. 

DOSXYZnrc user codes calculated the dose 

distribution in the region of interest. H20700ICRU 

was used to simulate the water medium. Voxel size 

was 0.1 × 0.1 × 0.1 cm3, which was consistent with 

the calculation grid size in clinical Eclipse Treatment 

Planning Systems (TPS). Electron and photon 

transport thresholds for BEAMnrc and DOSXYZnrc 

simulations were 0.700 MeV and 0.01 MeV respectively. 

2.2 Simulation of Parameters 

For each of the field sizes, depth dose calculation of 

5 different incident mean electron energies (ε = 

5.8-6.2 MeV) were done. Normalisation point was 

done at 1.6 cm depth. Comparisons of varying FWHM 

parameter (FWHM = 0.1-0.5 cm) were done for the 

lateral dose profile along the x-axis at depth 1.6 cm. 

2.3 Obtaining Initial Reference Parameters 

Initial reference electron beam parameters and 

initial reference jaw thickness were obtained by 

interpolating from the relationship of several ε and 

FWHM at reference field size 10 × 10 cm2 [11, 13]. 

These initial reference parameters were obtained by 

evaluating the best-fit curve of the average  

percentage dose difference (% Difference) between all 

normalised simulated and measured data, defined as 

follows: 

݁ܿ݊݁ݎ݂݂݁݅ܦ % ൌ  
∑

DMCషDౣ౛౗౩౫౨౛ౚౚ౗౪౗
Dౣ౛౗౩౫౨౛ౚౚ౗౪౗

౤ %

୬
      (1) 

where DMC and Dmeasureddata represent Monte Carlo 

simulated data and measured data respectively; n is 

the total number of simulated points [13, 15]. 

It was found that ε = 6.1 MeV and FWHM = 0.3 cm  

initial electron beam was optimal for reference field 

size 10 × 10 cm2 based on the average dose difference 

relationship from Equation 1 (Fig. 1). Variations of 

other parameters for different field sizes will be 

referenced to ε= 6.1 MeV and FWHM = 0.3 cm. Each 

time, only one parameter was varied while the other 

parameter was kept constant for comparison. 
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Fig. 1  Relationship between ε and average dose difference against measured data. The best-fit curve was fitted with a second 
order polynomial function, with R2 = 0.985. 6.1 MeV was chosen as the initial reference electron energy with the lowest 
percentage dose difference. 
 

2.4 1D Gamma Analysis 

MC simulated lateral and depth dose profiles were 

analysed using 1D γ analysis as presented by Low et 

al. [16]. In order to clearly identify the optimal 

parameters, γ criteria were varied between 0.3% to 2.0% 

dose difference and 0.3mm to 2.0mm 

distance-to-agreement (DTA) (γ0.3/0.3-γ2.0/2.0). MC 

simulated data points with be considered a pass if γ ≤ 

1.0 and fail if γ > 1.0. Determination of the optimal 

parameters for each field size was based on the 

highest percentage of passes using the most stringent γ 

criteria, γ0.3/0.3. Parameter with 95% of the total 

simulated points that passes using the γ0.5/0.5 criteria 

(95% passing rate) were also identified so as to 

determine a generic set of optimal parameters for all 

field sizes. 

3. Results 

3.1 Depth dose Profile Comparison with Varying ε 

In Fig. 2, a clear trend was observed by applying γ 

analysis. This allows the determination of optimal ε 

for each field size. For all field sizes, γ2.0/2.0 and γ1.0/1.0 

were unable to differentiate the optimal ε as most of 

the data points passes the acceptance criteria with 95% 

passes. Results show that optimal mean electron 

energy for field sizes larger than 2 × 2 cm2 was 6.1 

MeV. For field sizes smaller than 2 × 2 cm2, all of the 

variations, except ε = 5.8 MeV, passes the 95% 

passing rate for the ε parameter (Figs. 2a and 2b). 

3.2 Lateral Profile Comparison with Varying FWHM 

In Fig. 3, results show that optimal FWHM 

parameter decreases with smaller field sizes. At 

extreme small field size 0.5 × 0.5 cm2, electron beam 

distribution was simulated closer to a point source 

with optimal FWHM = 0.1. FWHM = 0.3 was optimal 

for field sizes greater than 4 × 4 cm2. Percentage of 

passes for FWHM = 0.3 were within 95% passing rate 

for field size 0.5 × 0.5 cm2 and 1 × 1 cm2 for γ0.4/0.4. 

3.3 Summary of Results 
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Fig. 2  γ analysis of the depth dose profile with varying ε for small and conventional field sizes. 
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Fig. 3  γ analysis of the lateral dose profile with varying FWHM for small and conventional field sizes. 
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Table 1  Optimal Parameters for MC simulation of measured data based on 1D γ analysis. 

Field Size Mean Electron Energy/ ε (MeV) FWHM (cm) 

FS0.5 5.8-6.1 0.1 

FS1 5.9-6.2 0.1 

FS2 6.1 0.1 

FS4 6.1 0.3 

FS6 6.1 0.3 

FS10 6.1 0.3 
 

Table 2  Optimal Parameters for all field sizes based on 95% passes with γ0.5/0.5 criteria. 

Mean Electron Energy/ ε (MeV) FWHM (cm) 

6.1 0.3 
 

4. Discussion 

Optimal parameters for MC simulated data were 

obtained using 1D gamma analysis with varying 

gamma criteria from γ0.3%/0.3mm to γ2.0%/2.0mm for depth 

dose and lateral dose profiles. 

It was found that variations in ε have greater 

dependence on the depth dose profile as compared to 

FWHM variations. Results were consistent to study 

done by Chetty et al. [5], where it was reported that 

incident electron radial distribution have little 

observable effect on central-axis depth dose. 

Similarly, variations in ε have weak dependence on 

the lateral dose profile as compared to FWHM 

variations. Most of the data points due to the 

variations in ε passes the acceptance criteria with 95% 

confidence. It was found from previous studies that 

the FWHM parameter affects the central and 

penumbra regions, particularly the ’horns’ of the 

lateral profile [5-7]. 

Initially, dose profiles were compared with 

tolerance of 2% difference between measured and 

simulated doses [17, 18]. However, it was found that 

in high-dose gradient regions such as penumbra and 

the out-of-field regions, a small spatial error results in 

great percentage differences between measured data 

and simulation [16, 19, 20]. Therefore, it is difficult to 

compare the trend using a simple dose- difference 

distribution across different field sizes. The concept of 

a distance-to-agreement (DTA) distribution by using γ 

analysis allows users to determine the reliability of the 

dose calculation. It allows a good measure for regions 

of high-dose gradients such as penumbra and 

out-of-field doses, and was critical in regions of a 

low-dose gradients, where small dose differences 

results in a high γ index [20]. Van Dyk et al. [21] 

provided guidelines and recommended γ criterion to 

be γ3%/4mm for the evaluation of TPS algorithms for 

photon beams. As MC simulation will often be used 

as a gold standard dose calculation benchmark, the 

extremely stringent γ passing criteria used in this 

study will be robust to determine the optimal 

parameters for a good simulation model. 

Previous studies suggested that the determination of 

the optimal parameters was obtained using a set of 

measurements of a single field size, generally 10 × 10 

cm2 or 20 × 20 cm2 to their correspondent simulations 

[12, 13, 22]. This method of determination will be 

acceptable provided that the geometrical configuration 

of the linac and the primary radiation source are well 

defined [9]. Results show that an independent 

determination of optimal parameters, especially for 

small field sizes, will be required for high accuracy [6]. 

In this study, it was found that each field size has its 

unique set of optimal parameters and should be tuned 

individually to pass a stringent γ criteria of γ0.3/0.3, 

especially for field sizes smaller than 2 × 2 cm2 [22]. 

However, imposing a stringent criteria and 

simulating unique parameters for different field sizes 

may not be practical, as users may wish to use one set 
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of parameters for all field sizes for MC simulation 

work. Based on this study, optimal set of parameters 

for all field sizes can be derived by choosing 

parameters that have at least a 95% passing rate with 

γ0.5/0.5 criteria (Table 2). 

5. Conclusions 

Optimal initial electron beam parameters for small 

and conventional field sizes were determined using 

1D γ analysis. Optimal incident mean electron energy 

and FWHM was unique for field size 2 × 2 cm2 and 

below. A set of optimal parameters for all field sizes 

was determined based on 95% passing rate with γ0.5/0.5 

criteria. Our findings provide MC users a set of 

optimal parameters with sufficient accuracy for MC 

simulation work. 
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