
Journal of Mechanics Engineering and Automation 5 (2015) 322-326 
doi: 10.17265/2159-5275/2015.05.008 

 

Virtual Dressing Room Application with Virtual Human 

Using Kinect Sensor 

Muhammed Kotan1 and Cemil Öz2 

1. Department of Information Systems Engineering, Faculty of Computer and Information Sciences, Sakarya University, Sakarya 

54187, Turkey 

2. Department of Computer Engineering, Faculty of Computer and Information Sciences, Sakarya University, Sakarya 54187, Turkey 

 
Received: March 24, 2015 / Accepted: April 15, 2015 / Published: May 25, 2015. 
 
Abstract: This study proposes a real time 3D virtual model controll and a virtual dressing room application to enable users to try 
virtual garments and shoes on in front of a virtual mirror. A virtual representation of the user appears in a virtual changing room and 
the user’s hand motions select the clothes from a list on the screen. Afterwards, the selected virtual clothes appear on a humanoid 
model in the virtual mirror. For the purpose of aligning the 3D garments and shoes with the model, 3D locations of the joints are used 
for positioning, scaling and rotating. By using our developed algorithm, small, medium, large or xlarge garment size is selected 
automatically and this information is shown on the screen. Then, we apply skin color detection to handle the unwanted occlusions 
between the user and the model. To create a more realistic effect, the system takes into account different images of the clothes 
according to different human poses and movements. Optional mirror selection buttons make it possible to have multiple viewing 
angles on the model. Additionally, we developed an algorithm for matching up all motions between the model and garments. In this 
study, we benefit from the Microsoft Kinect SDK (software development kit) in order to follow the user’s movements, coordinate the 
suitable clothe try-ons and provide depth sort effect to the human body and clothes. In order to use the rapid calculation attributes of 
game engines, we used unity 3D game engine. 
 
Key words: Virtual mirror, virtual try-on, virtual reality, virtual dressing room, Kinect for windows, human-computer interaction. 
 

1. Introduction 

Previously, people used to spend a lot of time while 

shopping. One could not see whether or not the 

clothes would fit without having to take off his or her 

own clothes to try out the new ones, and had to wait in 

a long queue outside the fitting rooms.  

Virtual mirror projects provide support for online 

shopping by offering the facility of selected clothes 

try-on. Therefore, users can see how they look in the 

clothes without physically putting them on, and 

without spending a lot time. OpenNI organization 

develops an open-source, cross platform framework to 

process the data from a Kinect sensor. Microsoft 

Research has also released the Kinect SDK (software 
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development kit) a robust real time skeletal body 

tracker. Different virtual mirror projects have been in 

progress recently. For example, Givonni et al. [1] 

presents a virtual try-on system, which allows 

performance comparisons of their system with two 

skeletal tracking SDKs: OpenNI and Kinect for 

Windows SDK. Zhou et al. [2] proposes a real time 

approach for virtual clothes fitting using Kinect. 

Murata et al. [3] focuses on the “video mirror 

interface”. A user can operate a computer system by 

selecting virtual objects on a screen with his/her hand. 

After its launch in 2010, Microsoft Kinect has 

become the state of the art depth image sensor in the 

market. There is currently a quite intensive study to 

implement application programming interfaces for 

developers including a skeletal body tracking method. 

We preferred to use the Microsoft Research Kinect 
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4. Conclusions 

In this study, a virtual mirror system is designed for 

the purpose of clothe changing room. Our motivation 

here is to increase the time efficiency and improve the 

accessibility of clothes try-on by creating a virtual 

dressing room environment.  

The system contains two basic male and female 

models of which joints are over 200. They have 

spectacular potential of performing human movements 

as well as facial expressions. For the body size and 

height, we created a lot of model variations. The GUI 

of changing-room reads and interprets the data arrived 

form keyboard, mouse, webcam or Kinect input units 

and enables users to try garments and shoes on a 

created humanoid model.  
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