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Abstract: This paper deals with a new class of nonlinear set valued implicit variational inclusion problems involving (A, 
η)-monotone mappings in 2-uniformly smooth Banach spaces. Semi-inner product structure has been used to study the (A, 
η)-monotonicity. Using the generalized resolvent operator technique and the semi-inner product structure, the approximation 
solvability of the proposed problem is investigated. An iterative algorithm is constructed to approximate the solution of the problem. 
Convergence analysis of the proposed algorithm is investigated. Similar results are also investigated for variational inclusion 
problems involving (H, η)-monotone mappings. 
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1. Introduction  

Variational inclusion problem is a convenient 
framework for the unified study of many optimization 
related problems such as variational inequality 
problem, complementarity problem, fixed point 
problem, equilibrium problem etc. Due to its large 
applications in optimization related areas, variational 
inclusion problem has been well investigated. In the 
present scenario the development of efficient 
algorithms to solve variational inclusion problems is 
of more interest. To construct algorithms people use 
projection method and its variant forms, linear 
approximation, descent method and Newton’s method. 
Resolvent operator technique is a generalization of 
projection method, and is largely used to solve 
variational inclusion problems (see [1], [4], [5], [6], 
[8], [11] , [12] and [16]).  

Monotonicity of the underlying operator plays a 
crucial role in solving variational inclusion problems. 
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There are many generalizations of monotonicity such 
as maximal monotonicity, relaxed monotonicity, 
H-monotonicity, A-monotonicity, (H, η)-monotonicity 
and (A, η)-monotonicity. (A, η)-monotonicity was 
introduced in Verma [20], that generalizes the 
A-monotonicity concept ([21]) as well as 
H-monotonicity concept ([6]). Jin [9] investigated the 
approximation solvability of a new system of 
nonlinear set valued variational inclusion problems 
involving (H, η)-monotone operators. In 2008, Verma 
[19] solved a class of nonlinear set valued variational 
inclusions involving (A, η)-monotone operators in 
Hilbert space. Agarwal and Verma [2] solved a system 
of (A, η)-monotone variational inclusion problems in a 
Hilbert space using generalized hybrid algorithms. For 
some recent developments on variational inclusions 
one may refer to Moudafi [14], Verma [18], Ahmad et 
al. [3], Sahu et al. [17] and Noor et al. [15].  

In this paper, our intent is to generalize the work of 
Verma [19]. Here we have solved a nonlinear set 
valued implicit variational inclusion problems in 
2-uniformly smooth Banach space. In this paper we 
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have used the semi-inner product structure to study 
those problems. Semi-inner product is a convenient 
and alternative approach to study different Hilbert 
space problems in Banach spaces. Semi-inner product 
helps us in a number of aspects for the smooth study 
of the problem. Hence we give some attention towards 
the theory of semi-inner product.  

Definition 1. (Lumer [13]) Let X be a vector space 
over the field F of real or complex numbers. A 
functional [ ] X X F., . : × →  is called a semi-inner 
product if it satisfies the following:  

(1) [ ] [ ] [ ]x y z x z y z x y z X+ , = , + , , ∀ , , ∈ ;  
(2) [ ] [ ]x y x y Fλ λ λ, = , , ∀ ∈  and x y X, ∈ ;  

(3) [ ] 0x x, > , for 0x ≠ ;  

(4) 2[ ] [ ][ ]x y x x y y| , | ≤ , , .   

The pair ( [ ])X , ., .  is called a semi-inner product 
space.  

A semi-inner product space is a normed linear space 

with the norm 
1
2|| || [ ]x x x= , . Every normed linear 

space can be made into a semi-inner product space in 
infinitely many different ways. Giles [7] had shown 
that if the underlying space X is a uniformly convex 
smooth Banach space then it is possible to define a 
semi-inner product uniquely. For a detailed study and 
fundamental results on semi-inner product spaces, one 
may refer to Lumer [13], Giles [7] and Koehler [10].  

Example 1. The real Banach space ( )pL   for 
1 p< < ∞  is a uniformly convex smooth Banach 
space with a unique semi-inner product defined by  

1
2

1[ ] ( ) ( ) ( ( ))
|| ||

( )

p
p
p

p

f g f t g t sgn g t dt
g

f g L

−
−, = | | ,

, ∈ .

∫


  
Example 2. The real sequence space pl  for 

1 p< < ∞  is a uniformly convex smooth space with 
a unique semi-inner product defined by  

2
2

1[ ]
|| ||

p p
i i ip

ip

x y x y y x y l
y

−
−, = | | , , ∈ .∑  

Definition 2. (Xu [23]) Let X  be a real Banach 

space. The modulus of smoothness of X  is defined 
as  

( )
|| || || ||sup 1 || || 1 || || 0

2

X t
x y x y x y t t

ρ =

+ + − − : = , = , > . 
 

 

X  is said to be uniformly smooth if 

0

( )lim 0X
t

t
t

ρ
→

= .  

X  is said to be p -uniformly smooth if there 
exists a positive real constant c  such that 

( ) p
X t ctρ ≤ , 1p > .  
X  is said to be 2 -uniformly smooth if there 

exists a positive real constant c  such that 
2( )X t ctρ ≤ .  

Lemma 1. (Xu [23]) Let X  be a smooth Banach 
space. Then the following statements are equivalent:  

(1) X  is 2 -uniformly smooth.  
(2) There is a constant 0c >  such that for every 

x y X, ∈ , the following inequality holds  

2 2 2|| || || || 2 || ||xx y x y f c y+ ≤ + 〈 , 〉 + ,      (1.1) 

where ( )xf J x∈  and 

{ }2( ) || || || || || ||J x x X x x x and x x∗ ∗ ∗ ∗= ∈ : 〈 , 〉 = =  

is the normalized duality mapping, where X ∗  
denotes the dual space of X  and x x∗〈 , 〉  denotes 
the value of the functional x∗  at x , that is ( )x x∗ .  

Remark 1. Every normed linear space is a 
semi-inner product space (see Lumer [13]). In fact by 
Hahn Banach theorem, for each x X∈ , there exists 
at least one functional xf X ∗∈  such that 

2|| ||xx f x〈 , 〉 = . Given any such mapping f  from 
X  into X ∗ , it has been verified that 
[ ] xy x y f, = 〈 , 〉  defines a semi-inner product. Hence 
we can write the inequality (1.1) as  

2 2 2|| || || || 2[ ] || ||x y x y x c y x y X+ ≤ + , + ,∀ , ∈ .  (1.2) 

The constant c  is chosen with best possible 
minimum value. We call c , as the constant of 
smoothness of X .  

Example 3. The functions space pL  is 2
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-uniformly smooth for 2p ≥  and it is p -uniformly 
smooth for 1 2p< < .  

If 2 p≤ < ∞ , then we have for all px y L, ∈ ,  

2 2 2|| || || || 2[ ] ( 1)|| ||x y x y x p y+ ≤ + , + − .  
Here the constant of smoothness is 1p − .  

2. Preliminaries 

Let X  be a 2-uniformly smooth real Banach 
space with norm || ||.  and semi-inner product [ ]., . . 
Let 2X  denotes the power set of X  and ( )C X  
denotes the collection of all closed subsets of X . Let 
us rewrite some of the definitions used in Sahu et al. 
[17] for completion of the paper, and write some new 
definitions.  

Let 2XM X: →  be a set valued map. We 
denote both the mapping and its graph by M , that is 

{( ) ( )}M x y y M x= , : ∈ . The domain of M  is 
defined by  

( ) { ( ) }D M x X y X x y M= ∈ : ∃ ∈ : , ∈ .  

The range of M  is defined by  

( ) { ( ) }R M y X x X x y M= ∈ : ∃ ∈ : , ∈ .  

The inverse 1M −  of M  is 
{( ) ( ) }y x x y M, : , ∈ .  

For any two set valued mappings 
2XN M X, : →  and any real number ρ , we 

define  

{( ) ( ) ( ) }
{( ) ( ) }

N M x y z x y N x z M
M x y x y Mρ ρ
+ = , + : , ∈ , , ∈ ,

= , : , ∈ .
 

For a map A X X: →  and a set valued map 
2XM X: → , we define  

{( ) and ( ) }A M x y z Ax y x z M+ = , + : = , ∈ .  

Definition 2.1. Let X X Xη : × →  and 
A H X X, : →  be single valued mappings. Let 

2XM X: →  be a set valued map. Then the map 
M  is said to be:  

(1) monotone if [ ] 0u v x y− , − ≥  for all 

( )x u M, ∈ , ( )y v M, ∈ ;  
(2) η -monotone if [ ( )] 0u v x yη− , , ≥  for all 

( )x u M, ∈ , ( )y v M, ∈ ;  
(3) strictly η -monotone if [ ( )] 0u v x yη− , , ≥  

for all ( )x u M, ∈ , ( )y v M, ∈  except for x y= ;  
(4) r -strongly η -monotone if there exists a 

positive constant r  such that  
2[ ( )] || ||u v x y r x yη− , , ≥ −  for all ( )x u M, ∈ , 

( )y v M, ∈ ;  
(5) ( )m η, -relaxed monotone if there exists a 

constant 0m >  such that  
2[ ( )] ( )|| ||u v x y m x yη− , , ≥ − −  for all 

( )x u M, ∈ , ( )y v M, ∈ ;  
(6) η-firmly non expansive if 

2|| || [ ( )]u v u v x yη− ≤ − , ,  for all ( )x u M, ∈ , 
( )y v M, ∈ ;  

(7) maximal monotone if M  is monotone and 
( )( )I M X Xρ+ =  for all 0ρ > , where I  is the 
identity mapping on X ;  

(8) maximal η -monotone if M  is η -monotone 

and ( )( )I M X Xρ+ =  for all 0ρ > ;  
(9) A -monotone if M  is m -relaxed monotone 

and ( )( )A M X Xρ+ =  for all 0ρ > ;  
(10) ( )A η, -monotone if M  is ( )m η, -relaxed 

monotone and ( )( )A M X Xρ+ =  for all 0ρ > ;  

(11) H -monotone if M  is monotone and 
( )( )H M X Xρ+ =  for all 0ρ > ;  

(12) ( )H η, -monotone if M  is η -monotone 
and ( )( )H M X Xρ+ =  for all 0ρ > .  

Lemma 2.1. Let X X Xη : × →  be a single 
valued mapping, A X X: →  be r -strongly η
-monotone mapping, and 2XM X: →  be an 
( )A η, -monotone mapping. Then the mapping 

1( )A M X Xρ −+ : →  is single valued for 
( ) 0r mρ− > .  

Proof. For a given u X∈ , assume that 
1( ) ( )x y A M uρ −, ∈ + . Then we have  

1 1( ( )) ( ) ( ( )) ( )u A x M x u A y M y
ρ ρ

− ∈ ; − ∈ .  
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Since M  is ( )m η, -relaxed monotone, it follows 
that  

2

2

1 [ ( ) ( ( )) ( )] ( )|| ||

[ ( )] ( )|| ||

u A x u A y x y m x y

Ax Ay x y m x y

η
ρ

η ρ

− − − , , ≥ − −

⇒ − , , ≤ − .  
Again A  is r -strongly η -monotone, that is 

2[ ( )] || ||Ax Ay x y r x y x y Xη− , , ≥ − , ∀ , ∈ . Hence 
we have  

2 2

2

|| || [ ( )] ( )|| ||
( )|| || [ ( )] 0

r x y Ax Ay x y m x y
r m x y Ax Ay x y

η ρ
ρ η

− ≤ − , , ≤ −
⇒ − − ≤ − , , ≤ .

 

This is possible only when x y= , since r mρ−  

is positive. Hence one can conclude that the operator 
1( )A Mρ −+  is single valued. 

Now we can define the generalized resolvent 
operator associated with (A, η)-monotone mapping.  

Definition 2.2. Let X X Xη : × →  be a   
single valued mapping, A X X: →  be an r
-strongly η -monotone mapping, and 2XM X: →  

be an (A, η)-monotone mapping. Then the  
generalized resolvent operator A

MJ X Xη
ρ

,
, : →  is 

defined by  

1( ) ( ) ( ) for allA
MJ x A M x x Xη

ρ ρ, −
, = + ∈ ,  

where ρ  is a positive constant.  

Definition 2.3. A mapping X X Xη : × →  is 
said to be τ -Lipschitz continuous if there exists a 
constant 0τ >  such that || ( )|| || ||x y x yη τ, ≤ −  for 
all x y X, ∈ .  

Lemma 2.2. Let X X Xη : × →  be a τ
-Lipschitz continuous map, A X X: →  be an r
-strongly η -monotone mapping and 2XM X: →  

be an ( )A η, -monotone mapping. Then the 

generalized resolvent operator A
MJ X Xη

ρ
,
, : →  is 

r m
τ
ρ− -Lipschitz continuous for 0 r

mρ< < .  

Proof. For any x y X, ∈ , we have  

1

1

( ) ( ) ( )

( ) ( ) ( )

A
M

A
M

J x A M x

J y A M y

η
ρ

η
ρ

ρ

ρ

, −
,

, −
,

= +

= + .
 

This implies that  

1 { ( )} ( ( ))

1 { ( )} ( ( ))

A A
M M

A A
M M

x AJ x M J x

y AJ y M J y

η η
ρ ρ

η η
ρ ρ

ρ

ρ

, ,
, ,

, ,
, ,

− ∈

− ∈ .
 

Since M  is ( )m η, -relaxed monotone, we have 

2

1 [ ( ) { ( )}

( ( ) ( ))]
1 [ { ( ) ( )}

( ( ) ( ))]

( )|| ( ) ( )||

A A
M M

A A
M M

A A
M M

A A
M M

A A
M M

x AJ x y AJ y

J x J y

x y AJ x AJ y

J x J y

m J x J y

η η
ρ ρ

η η
ρ ρ

η η
ρ ρ

η η
ρ ρ

η η
ρ ρ

ρ
η

ρ
η

, ,
, ,

, ,
, ,

, ,
, ,

, ,
, ,

, ,
, ,

− − − ,

,

= − − − ,

,

≥ − − .

 

Using the r -strongly η -monotonicity of the 
operator A  in the above inequality, we get  

|| |||| ( ( ) ( ))||

[ ( ( ) ( ))]

[ { ( ) ( )}

( ( ) ( ))]

[ ( ) ( )

( ( ) ( ))]

|| ( ) (

A A
M M

A A
M M

A A
M M

A A
M M

A A
M M

A A
M M

A A
M M

x y J x J y

x y J x J y

x y AJ x AJ y

J x J y

AJ x AJ y

J x J y

m J x J y

η η
ρ ρ

η η
ρ ρ

η η
ρ ρ

η η
ρ ρ

η η
ρ ρ

η η
ρ ρ

η η
ρ ρ

η

η

η

η

ρ

, ,
, ,

, ,
, ,

, ,
, ,

, ,
, ,

, ,
, ,

, ,
, ,

, ,
, ,

− ,

≥ − , ,

= − − − ,

,

+ − ,

,

≥ − − 2

2

2

)||

|| ( ) ( )||
( )|| ( ) ( )||

A A
M M

A A
M M

r J x J y
r m J x J y

η η
ρ ρ

η η
ρ ρρ

, ,
, ,

, ,
, ,

+ −

= − − .

 

Applying the τ -Lipschitz continuity of η  in the 
above inequality, we get  

2

|| || || ( ) ( )||

|| |||| ( ( ) ( ))||

( )|| ( ) ( )||

A A
M M

A A
M M

A A
M M

x y J x J y

x y J x J y

r m J x J y

η η
ρ ρ

η η
ρ ρ

η η
ρ ρ

τ

η

ρ

, ,
, ,

, ,
, ,

, ,
, ,

− −

≥ − ,

≥ − − .
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This implies that  

|| ( ) ( )|| || ||

where 0

A A
M MJ x J y x y

r m
r
m

η η
ρ ρ

τ
ρ

ρ

, ,
, ,− ≤ − ,

−

< < .
 

It is not difficult to prove similar results as Lemma 
2.1 and Lemma 2.2 for (H, η)-monotone operators. 
We state those results without proof.  

Lemma 2.3. Let X X Xη : × →  be a single 

valued mapping, H X X: →  be r -strongly η
-monotone mapping, and 2XM X: →  be an (H, 
η)-monotone mapping. Then the mapping 

1( )H Mρ −+  is single valued.  
Definition 2.4. Let X X Xη : × →  be a single 

valued mapping, H X X: →  be r -strongly η
-monotone mapping, and 2XM X: →  be an (H, 
η)-monotone mapping. Then the generalized resolvent 

operator H
MJ X Xη

ρ
,

, : →  is defined by  

1( ) ( ) ( ) for allH
MJ x H M x x Xη

ρ ρ, −
, = + ∈ ,  

where ρ  is a positive constant.  
Lemma 2.4. Let X X Xη : × →  be a τ

-Lipschitz continuous map, H X X: →  be an r
-strongly η -monotone mapping and 2XM X: →  

be an (H, η)-monotone mapping. Then the generalized 
resolvent operator H

MJ X Xη
ρ

,
, : →  is r

τ -Lipschitz 
continuous.  

In the following proposition, we discuss another 
important characteristic of the generalized resolvent 
operator associated with (A, η)-monotone operator.  

Proposition 2.1. Let X X Xη : × →  be a τ
-Lipschitz continuous map, A X X: →  be an r
-strongly η -monotone mapping and 2XM X: →  

be an (A, η)-monotone mapping. Then the generalized 
resolvent operator A

MJ X Xη
ρ

,
, : →  is 

2( )r m
τ
ρ η− ,

-firmly nonexpansive.  

Proof. For any x y X, ∈ , we have  

1 { ( )} ( ( ))

1 { ( )} ( ( ))

A A
M M

A A
M M

x AJ x M J x

y AJ y M J y

η η
ρ ρ

η η
ρ ρ

ρ

ρ

, ,
, ,

, ,
, ,

− ∈

− ∈ .
 

As in the proof of Lemma 2.2, we have  

2

[ ( ( ) ( ))]

( )|| ( ) ( )||

A A
M M

A A
M M

x y J x J y

r m J x J y

η η
ρ ρ

η η
ρ ρ

η

ρ

, ,
, ,

, ,
, ,

− , ,

≥ − − .
   (2.3) 

Since η  is τ -Lipschitz continuous, we get  

|| ( ( ) ( ))|| || ( ) ( )||A A A A
M M M MJ x J y J x J yη η η η

ρ ρ ρ ρη τ, , , ,
, , , ,, ≤ −  

1|| ( ) ( )|| || ( ( ) ( ))||A A A A
M M M MJ x J y J x J yη η η η

ρ ρ ρ ρη
τ

, , , ,
, , , ,⇒ − ≥ , .

 (2.4) 
Using (2.4) in (2.3), we get  

2
2

2

2

[ ( ( ) ( ))]

|| ( ( ) ( ))||

|| ( ( ) ( ))||

[ ( ( ) ( ))]

A A
M M

A A
M M

A A
M M

A A
M M

x y J x J y
r m J x J y

J x J y

x y J x J y
r m

η η
ρ ρ

η η
ρ ρ

η η
ρ ρ

η η
ρ ρ

η

ρ η
τ
η

τ η
ρ

, ,
, ,

, ,
, ,

, ,
, ,

, ,
, ,

− , ,

−
≥ ,

⇒ ,

≤ − , , .
−

 

Housdorff pseudo-metric 2 2 { }X XD R: × → ∪ +∞  
is defined as  

( ) max{supinf || || sup inf || ||}
y B y Ax A x B

D A B x y x y
∈ ∈∈ ∈

, = − , −  

for that any two subsets A  and B  of X . When 
the domain 2X  is restricted to the closed bounded 
subsets of X , then D  is the Housdorff metric.  

Definition 2.5. A set valued map 2XM X: →  is 
said to be D -Lipschitz continuous if there exists a 
constant 0ν >  such that  

( ( ) ( )) || || for allD M x M y x y x y Xν, ≤ − , ∈ .  

3. Implicit Set Valued Variational Inclusion 
and Its Solvability 

In this section we state the problem that we are 
intended to solve and discuss its various forms. We 
discuss the solvability method and construct an 
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iterative algorithm using the generalized resolvent 
operator technique to approximate the solution. We 
also explore the convergence analysis of the proposed 
algorithm.  

Let X  be a 2 -uniformly smooth real Banach 
space and K  be a nonempty closed convex subset of 
X . Let S X X Xη, : × → , A g X X, : →  be 

nonlinear mappings. Let 2XU X: →  be a set 
valued mapping and 2XM X: →  be an ( )A η,
-monotone mapping. We consider the following set 
valued, nonlinear implicit variational inclusion 
problem:  

Find ( )x X u U x∈ , ∈  such that  

0 ( ) ( ( ))S x u M g x∈ , + .        (3.5) 

Special cases:  
When g I= , the problem (3.5) reduces to the 

following non implicit variational inclusion problem. 
Find ( )x X u U x∈ , ∈  such that  

0 ( ) ( )S x u M x∈ , + .          (3.6) 

The above problem was solved by Verma [19] in a 
Hilbert space.  

When M  is (H, η)-monotone, the non implicit 
problem (3.6) was solved by Fang et al. [6] in Hilbert 
space.  

When X  is a 2 -uniformly smooth real Banach 
space and 2XM X: →  be a set valued mapping. If 
S T X X, : →  are any single valued mappings and 
g X X: →  be any mapping such that 

( ) ( )Range g Dom M∩  is nonempty. Then the 
following implicit variational inclusion problem:  

For a given element x X∈ , find an element 
a X∈  such that  

( ) ( ) ( ( ))x S a T a M g a∈ − +       (3.7) 

was solved by Sahu et al. [17].  
When g I= , the Identity, the above problem (3.7) 

was studied by Verma [18] in a Hilbert space.  
When 0x =  and 0T = , the above problem was 

solved by Verma [22] in a Hilbert space.  

First we discuss an equivalent formulation of the 
proposed problem (3.5). Using the equivalent 
formulation and generalized resolvent operator, we 
construct an iterative algorithm to approximate the 
solution of the problem.  

Theorem 3.1. For a given x X∈ , ( )u U x∈ , the 
pair ( )x u,  is a solution of the variational inclusion 
problem (3.5) if and only if  

( ) ( ( ( )) ( ))A
Mg x J A g x S x uη

ρ ρ,
,= − , ,     (3.8) 

where ρ  is a positive real constant.  
Proof. Let ( )x u,  be a solution of the variational 

inclusion problem (3.5). That is  

0 ( ) ( ( ))
( ( )) ( ( )) ( ) ( ( ))
( ( )) ( ) ( )( ( ))
( ) ( ( ( )) ( ))A

M

S x u M g x
A g x A g x S x u M g x
A g x S x u A M g x
g x J A g x S x uη

ρ

ρ ρ
ρ ρ

ρ,
,

∈ , +
⇒ ∈ + , +
⇒ − , ∈ +

⇒ = − , .

 

Conversely, let 
( ) ( ( ( )) ( ))A

Mg x J A g x S x uη
ρ ρ,

,= − , .  This implies 
that  

( ( )) ( ) ( )( ( ))
( ( )) ( ) ( ( )) ( ( ))

0 ( ) ( ( ))

A g x S x u A M g x
A g x S x u A g x M g x

S x u M g x

ρ ρ
ρ ρ

− , ∈ +
⇒ − , ∈ +
⇒ ∈ , + .

 

Based on the above Theorem 3.1, we construct a 
general iterative method to approximate the solution 
of (3.5).  

Algorithm 3.1.  
Step 1. Choose initial approximation 0x X∈  and 

0 ( )u U x∈   

Step 2. Construct the sequence { }kx  such that  

1 (1 ) {( ( ))

( ( ) ( ))}
k k k k
A

M k k k

x x x g x
J Ag x S x uη

ρ

α α

ρ
+

,
,

= − + − +

− , ,
    (3.9) 

where (0 1]α ∈ ,  is a constant.  
Step 3. Choose 1 1( )k ku U x+ +∈  such that  

1
1 1|| || (1 (1 ) ) ( ( ) ( ))k k k ku u k D U x U x−

+ +− ≤ + + , ,  

(3.10) 
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where ( )D ., .  is the Housdorff pseudo-metric on 

2X .  
Step 4. If 1kx +  and 1ku +  satisfy (3.9) with a 

sufficient degree of accuracy, then stop. Else set 
1k k= +  and go to Step 2.  

Theorem 3.2. Let X X Xη : × →  be τ
-Lipschitz continuous, A X X: →  be r -strongly 
η -monotone and β -Lipschitz continuous. Let 

2XM X: →  be (A,η)-monotone and 
( )U X C X: →  be D γ− -Lipschitz continuous. 

Let g X X: →  be t -strongly monotone and s
-Lipschitz continuous. Let S X X X: × →  be a 
nonlinear mapping such that for any given element 
( )a b X X, ∈ × , ( )S b.,  is µ -strongly monotone 

with respect to Ag  and α -Lipschitz continuous, and 

( )S a, .  is ξ -Lipschitz continuous. Moreover, if 
there exists a constant 0 r

mρ< <  such that  
2

2 2 2 2

1 2 ( )

2

t cs r m

s c r m

ρ

τ β ρ α ρµ τρξγ ρ

− + − +

+ − + < − ,
(3.11) 

then the problem (3.5) has a solution (x,u), and the 
sequences kx  and ku , generated by Algorithm 3.1, 
converges strongly to the solution x  and u , 
respectively.  

Proof. Using the iterative scheme (3.9), we have  

1|| ||k kx x+ −  

||(1 ) {( ( ))

( ( ) ( ))}
k k k

A
M k k k

x x g x
J Ag x S x uη

ρ

α α

ρ,
,

= − + −

+ − ,
 

1 1 1

1 1 1

(1 ) {( ( ))

( ( ) ( ))}||
k k k

A
M k k k

x x g x
J Ag x S x uη

ρ

α α

ρ
− − −

,
, − − −

− − + −

+ − ,
 

1

1 1

(1 )|| || ||
( ( ) ( ))||

k k k

k k k

x x x
x g x g x

α α−

− −

≤ − − +
− − −

 

1 1 1

|| ( ( ) ( ))

( ( ) ( ))||

A
M k k k

A
M k k k

J Ag x S x u

J Ag x S x u

η
ρ

η
ρ

α ρ

ρ

,
,

,
, − − −

+ − ,

− − ,
 

1

1 1

(1 )|| || ||
( ( ) ( ))||

k k k

k k k

x x x
x g x g x

α α−

− −

≤ − − +
− − −

 

1 1 1

|| ( ) ( )

{ ( ) ( )}||

k k k

k k k

Ag x S x u
r m
Ag x S x u

ατ ρ
ρ

ρ− − −

+ − ,
−

− − ,
 

1

1 1

(1 )|| ||
|| ( ( ) ( ))||

k k

k k k k

x x
x x g x g x

α
α

−

− −

= − − +
− − −

 

1

1 1

|| ( ) ( )

{ ( ) ( )}||

k k

k k k k

Ag x Ag x
r m

S x u S x u

ατ
ρ

ρ ρ

−

− −

+ −
−

− , − ,
 

1

1 1

(1 )|| ||
|| ( ( ) ( ))||

k k

k k k k

x x
x x g x g x

α
α

−

− −

≤ − −
+ − − −

 

1

1

|| ( ) ( )

{ ( ) ( )}||

k k

k k k k

Ag x Ag x
r m

S x u S x u

ατ
ρ

ρ

−

−

+ −
−

− , − ,
 

1 1 1|| ( ) ( )||k k k kS x u S x u
r m
ατρ

ρ − − −+ , − ,
−

 (3.12) 

Using the argument in Remark 1.1, and since g  is 
t -strongly monotone and s -Lipschitz continuous, we 
have  

2
1 1

2
1 1 1

2
1

2 2 2 2
1 1 1

2 2
1

|| ( ( ) ( ))||
|| || 2[ ( ) ( ) ]
|| ( ) ( )||

|| || 2 || || || ||
(1 2 )|| ||

k k k k

k k k k k k

k k

k k k k k k

k k

x x g x g x
x x g x g x x x

c g x g x
x x t x x cs x x

t cs x x

− −

− − −

−

− − −

−

− − −
≤ − − − , −

+ −

≤ − − − + −

= − + − .

 

1 1

2
1

|| ( ( ) ( ))||

1 2 || ||
k k k k

k k

x x g x g x

t cs x x
− −

−

⇒ − − −

≤ − + −
   (3.13) 

Using the similar argument, and since A  is β
-Lipschitz continuous and ( )S b.,  is µ  strongly 

monotone with respect to Ag , we get  
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1
2

1

2
1

1 1
2 2

1

2 2
1

2 2 2 2
1 1

2 2

|| ( ) ( )

{ ( ) ( )}||
|| ( ) ( )||

2 [ ( ) ( ) ( ) ( )]

|| ( ) ( )||
|| ( ) ( )|| 2 ||
|| || ||
||

k k

k k k k

k k

k k k k k k

k k k k

k k k

k k k

k k

Ag x Ag x
S x u S x u
Ag x Ag x

S x u S x u Ag x Ag x

c S x u S x u
g x g x x

x c x x
s x x

ρ

ρ

ρ
β ρµ

ρ α
β

−

−

−

− −

−

−

− −

−

− −

, − ,
≤ − −

, − , , −

+ , − ,
≤ − −

− + −

≤ − 2
1

2 2 2 2
1 1

2 2 2 2 2
1

|| 2 ||
|| || ||

( 2 )|| ||

k

k k k

k k

x
x c x x

s c x x

ρµ
ρ α

β ρ α ρµ
− −

−

−

− + −

= + − − .

 

1

1

|| ( ) ( )
{ ( ) ( )}||

k k

k k k k

Ag x Ag x
S x u S x uρ

−

−

⇒ − −
, − ,

 

2 2 2 2
12 || ||k ks c x xβ ρ α ρµ −≤ + − − .    (3.14) 

Again using (3.10), and since ( )S a, .  is ξ
-Lipschitz continuous and U  is D γ− -Lipschitz 
continuous, we have  

1 1 1 1|| ( ) ( )|| || ||k k k k k kS x u S x u u uξ− − − −, − , ≤ −  

1
1(1 ) ( ( ) ( ))k kk D U x U xξ −

−≤ + ,  

1
1(1 )|| ||k kk x xξγ −

−≤ + − .       (3.15) 

Placing (3.13), (3.14) and (3.15) in (3.12), we get  

1

2
1 1

2 2 2 2

1
1 1

|| ||

(1 )|| || 1 2 || ||

2 ||

|| (1 )|| ||

k k

k k k k

k

k k k

x x

x x t cs x x

s c x
r m

x k x x
r m

α α
ατ β ρ α ρµ

ρ
ατρ ξγ

ρ

+

− −

−
− −

−

≤ − − + − + −

+ + −
−

− + + − .
−

 

1|| ||k kx x+⇒ −  

2

2 2 2 2

1

(1 1 2

2

(1 ))

t cs

s c
r m

k
r m

α α
ατ β ρ α ρµ

ρ
ατρ ξγ

ρ
−

≤ − + − + +

+ −
−

+ +
−

 

1 1|| || (1 )|| ||k k k k kx x x xα αθ− −− ≤ − + − ,      (3.16) 

where  
2

2 2 2 2

1

1 2

2

(1 )

k t cs

s c
r m

k
r m

θ
τ β ρ α ρµ
ρ
τρ ξγ

ρ
−

= − + +

+ −
−

+ + .
−

 

If  

2

2 2 2 2

1 2

2

t cs

s c
r m r m

θ
τ τρβ ρ α ρµ ξγ
ρ ρ

= − + +

+ − + ,
− −

 

then we can see that kθ θ→  as k → ∞ .  

Because of the assumption (3.11), we have 
0 1θ< < . Therefore by inequality (3.16), and since 
0 1α< ≤ , one can conclude that { }kx  is a Cauchy 
sequence. Since X  is complete, there exists x X∈  
such that kx x→  as k → ∞ .  

Next we prove that ( )ku u U x→ ∈  as k → ∞ . 
Inequality (3.10) guarantees that { }ku  is also a 
Cauchy sequence in X . Therefore there exists 
u X∈  such that ku u→  as k → ∞ . Moreover,  

( ( )) inf{|| || ( )}d u U x u t t U x, = − : ∈  

|| || ( ( ))k ku u d u U x≤ − + ,  

|| || ( ( ) ( ))k ku u D U x U x≤ − + ,  

|| || || ||k ku u x xγ≤ − + − .  (3.17) 

( ( )) 0d u U x, →  as k → ∞  because the right 
hand side of (3.17) goes to 0  as k → ∞ . Therefore, 
since ( )U x  is closed, we have ( )u U x∈ .  

The continuity property of 
A

Mg J Aη
ρ

,
,, ,  and S  

makes sure that  

( ) ( ( ( )) ( ))A
Mg x J A g x S x uη

ρ ρ,
,= − , .  

Then from Theorem 3.1, we conclude that the 

 



Implicit Variational Inclusions and Algorithms Involving (A, η)-monotone 
 Operators in 2-uniformly Smooth Banach Spaces 

277 

duplet ( )x u,  is a solution of the variational 
inclusion problem (3.5). 

3.1 Implicit Variational Inclusions Involving 
( )H η, -monotone Operators 

Here we consider the same problem as the problem 
(3.5), but we impose the ( )H η, -monotonicity on the 
set valued operator M  in stead of ( )A η,
-monotonicity. We state the problem in the following 
manner:  

Let X  be a 2 -uniformly smooth real Banach 
space and K  be a nonempty closed convex subset of 
X . Let S X X Xη, : × → , H g X X, : →  be 

nonlinear mappings. Let 2XU X: →  be a set 
valued mapping and 2XM X: →  be an ( )H η,
-monotone mapping. We consider the following set 
valued, nonlinear implicit variational inclusion 
problem:  

Find ( )x X u U x∈ , ∈  such that  

0 ( ) ( ( ))S x u M g x∈ , + .       (3.18) 

As usual, we establish the fixed point type 
equivalent formulation of the proposed problem in the 
following manner. The proof is parallel to the proof of 
Theorem 3.1.  

Theorem 3.3. For a given x X∈ , ( )u U x∈  , 
the pair ( )x u,  is a solution of the variational 
inclusion problem (3.18) if and only if  

( ) ( ( ( )) ( ))H
Mg x J H g x S x uη

ρ ρ,
,= − , ,   (3.19) 

where ρ  is a positive real constant.  
As a result of the above Theorem 3.3, we construct 

an iterative algorithm to solve our proposed problem 
(3.18).  

Algorithm 3.2.  
Step 1. Choose initial approximation 0x X∈  and 

0 ( )u U x∈   
Step 2. Construct the sequence { }kx  such that  

1 (1 ) {( ( ))

( ( ) ( ))}
k k k k

H
M k k k

x x x g x
J Hg x S x uη

ρ

α α

ρ
+

,
,

= − + −

+ − , ,
   (3.20) 

where (0 1]α ∈ ,  is a constant.  
Step 3. Choose 1 1( )k ku U x+ +∈  such that  

1
1 1|| || (1 (1 ) ) ( ( ) ( ))k k k ku u k D U x U x−

+ +− ≤ + + , ,  

(3.21) 
where ( )D ., .  is the Housdorff pseudo-metric on 

2X .  
Step 4. If 1kx +  and 1ku +  satisfy (3.20) with a 

sufficient degree of accuracy, then stop. Else set 
1k k= +  and go to Step 2.  

Finally, we state the convergence theorem of the 
above iterative algorithm to the solution of the 
Problem (3.18).  

Theorem 3.4. Let X X Xη : × →  be τ
-Lipschitz continuous, H X X: →  be r -strongly 
η -monotone and β -Lipschitz continuous. Let 

2XM X: →  be ( )H η, -monotone and 
( )U X C X: →  be D γ− -Lipschitz continuous. 

Let g X X: →  be t -strongly monotone and s
-Lipschitz continuous. Let S X X X: × →  be a 
nonlinear mapping such that for any given element 
( )a b X X, ∈ × , ( )S b.,  is µ -strongly monotone 
with respect to Hg  and α -Lipschitz continuous, 

and ( )S a, .  is ξ -Lipschitz continuous. Moreover, if  

2

2 2 2 2

1 2

2

t cs r

s c rτ β ρ α ρµ τρξγ

− + +

+ − + < ,
  (3.22) 

then the problem (3.18) has a solution (x,u), and the 
sequences kx  and ku , generated by Algorithm 3.2, 
converges strongly to the solution x  and u , 
respectively.  

Proof. The proof is similar to the proof of Theorem 
3.2, but we have to use Lemma 2.4 in stead of Lemma 
2.2. 
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