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Abstract: Thyroid disease is one of major causes of severe medical problems for human beings. Therefore, proper diagnosis of 

thyroid disease is considered as an important issue to determine treatment for patients. In this paper, three methods of using neural 

network to achieve high precision are compared. The first one is using a multilayer feed forward architecture of artificial neural 

network (ANN) is adopted in the proposed design, and the back propagation is selected as learning algorithm to accomplish the 

training process, with 3 inputs, 5 nodes of hidden layer and 8 output but only one is active with accuracy 99.2%. Second one will be a 

Multi-layer Perceptron (MLP) ANN using back propagation learning algorithm to classify Thyroid disease. It consists of an input 

layer with 5 neurons, a hidden layer with 6 neurons and an output layer with just 1 neuron with accuracy 98.6%. Third one a 

multilayer feed forward network with Genetic Algorithm the input layer with 5 neurons equal to the number of the dataset features, 1 

hidden layer which its neurons will be determined by the GA and it’s 4 gene, and the output layer with only 1 neuron, the overall 

accuracy is 100% for training and in range between 96% and 98% for testing. 
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1. Introduction 

In recent years, artificial intelligence techniques are 

exploited for developing professional systems to 

diagnose different kinds of diseases with high 

accuracy. These systems assist staff in hospitals and 

medical centers to quickly diagnose patients and give 

them essential treatments without need for a specialist 

doctor. As a result, these systems decrease cost and 

time for diagnosis. Artificial Neural Network is the 

most important artificial intelligence technique that 

has been used to design diagnostic system for several 

diseases such as diabetes, heart disease, breast cancer, 

skin disease, and thyroid disease [1] and those are 

computing tools like NNs, Fuzzy Logic and Genetic 

algorithm. ANNs due to advantages such as 

self-learning, associative memory, high parallelism 

strength and high speed and error tolerance against 

noises which might be in parameters and also their 

cheapness in reuse of available solutions is the best 
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option to do this [2]. The ANN called 

connection-oriented networks which include a set of 

processors act as parallel, take the sets of input in a 

time and produce output based on processing 

algorithm [3]. Artificial Neural Network (ANN) is a 

powerful tool to solve classification and pattern 

recognition problems [4]. Hence, ANN has been used 

to identify the type of thyroid disease. In recent years, 

there are many researches that have been focused in 

this area. Most of them used the data set from 

University of California, Irvine (UCI) repository of 

machine learning database [5]. In this data set, thyroid 

cases are only classified to three main types: 

euthyroidism (normal case), hyperthyroidism, and 

hypothyroidism.  

The thyroid gland is one of the most important 

organs in the human body. It produces two active 

hormones that are responsible for controlling 

metabolism, production of proteins, regulation of 

body temperature, and overall energy production [6]. 

Therefore, proper operation of thyroid gland is 

essential for every organ in the human body. However, 

D 
DAVID PUBLISHING 



Comparison of Different Types of Artificial Neural Networks for Diagnosing Thyroid Disease 

 

46 

thyroid diseases commonly occur and lead to produce 

too much or too little hormones. Severe case of 

thyroid disorders may lead to death. Hence, correct 

and fast diagnosis of thyroid diseases is necessary to 

provide patients the required cures in early stage of 

diseases.  

In this paper, it is used MATLAB, a software due to 

the flexibility, many prepared functions and proper 

performance to ANN simulation. This software also 

causes the accuracy of results and comparing the 

performance of the networks become increased and it 

is achieved the best performance to learning network 

in the shortest possible time. In section 2 we will show 

the Previous works, section 3 the overview of ANN, 

in section 4 describe the data set, in section 5 training 

and testing set, in section 6 the evaluation and 

discussion finally the conclusion in section 7. 

2. Previous Works 

By studying literature, it seems that most 

researchers have been used widely ANN techniques to 

diagnose Thyroid disease. Most used techniques are 

under-supervision techniques in this feature in which 

the researchers increase the speed and accuracy of 

network by applying network architecture, proper 

Initialized of weights and choosing proper activating 

function due to the type of their diagnoses. 

For example, Dey et al [1] has been used ANN 

techniques to diagnose Diabetes disease. The applied 

data in this paper are taken from Manipal Sikkim 

Institution of Medial Science Hospital which includes 

530 patients. The output includes 2 classes of 0 and 1. 

They suggest two feed forward architectures in which 

the first one includes the number of neurons in three 

layers as (6-10-1) and the second involves two hidden 

layers and the number of neurons in (6-14-14-1) layers. 

They indicate that log sigmoid activating function in 

the hidden layer neuron is considerably increase the 

speed and performance of networks. So, if the number 

of the layers increases, the abstract error will be 

increased. The accuracy of performance in this 

network for the architecture with a single hidden layer 

is 92.5%. 

Kabari et al [7] provide a framework to diagnose 

skin disease using MLP ANN and can reach to an 

acceptable level of accuracy. In this paper, researchers 

have been used 4 neurons in input layer, 3 neurons in 

hidden layer and 2 neurons in output layer, 

respectively to reach the accuracy to 90%.  

Gharehchopogh, F. S., et al [8] have been used 

ANN to diagnose heart disease. Their architecture 

includes MLP ANN with 60 nodes in input layer, 4 

nodes in hidden layer and 2 nodes in output layer. It is 

back propagation learning algorithm for network 

learning. The value of assigned parameters for rate 

learning and momentum are considered 0.2 and 0.3 

respectively. The achieved accuracy of performance 

for training and test set is 0.95% and 0.85%, 

respectively. 

Shukla et al [9] could achieve to the acceptable 

results using ANN techniques to diagnose Thyroid 

disease. They use 3 architectures of back propagation 

learning algorithm, RBF network and Learning Vector 

Quantization Networks. The number of layers for back 

propagation learning algorithm is considered with a 

single hidden layer and the number of neuron in 

hidden layer is 46 and learning rate is equal to 0.8. 

RBF network has a single hidden layer, learning rate 

of 0.9 and the number of neuron in hidden layer is 100. 

Comparing the performance of these three architecture 

networks indicate that LVQ network has the best 

accuracy rate equal to 0.98%. Because LVQ like back 

propagation learning algorithm doesn’t fall into the 

local minimum trap as well as RBFN network which 

doesn’t require full cover of input space. But, among 

three applied ANNs in this paper, RBFN network has 

the least learning time. 

Isa et al [10] have been used ANN to diagnose 

Thyroid disease. By selecting the proper activating 

function, they could improve the performance of ANN. 

The given data related to the data set of UCI site is 

used 215 data, MLP architecture, sigmoid activation 
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function and a hidden layer with 7 neurons and 

reached to the accuracy rate of 97.6%. They also 

indicate that hyperbolic tangent function of MLP 

ANN is suitable to classify data to two classes and 

neural function for three classes. 

3. Overview of Artificial Neural Network 

Artificial neural network (ANN) is a well-known 

artificial intelligent technique for solving problems 

that are difficult to be solved by human beings or 

conventional computational algorithms [11]. 

3.1 MLF with Back Propagation Algorithm 

A multilayer feed forward ANN is adopted to do 

the classification problem of thyroid cases because it 

is the most popular structure of ANN that is used for 

classification and pattern recognition problem [12].  

In the data set, each sample is a vector of three 

entries (values of TSH, T4, and T3). Therefore,    

the designed ANN should have three neurons in the 

input layer. In contrast, the designed ANN should 

classify input samples into eight categories of thyroid 

cases. Thus, in the output layer, ANN should have 

eight neurons which are corresponding to these 

categories. As a result, inputs of ANN system are 

values of TSH, T4, and T3 for a certain sample, and 

output is the type of thyroid case for input sample as 

shown in Figure 1. 

Back propagation is used as a learning algorithm to 

train ANN. At first, weights are initialized with 

random values, then at each iteration of back 

propagation algorithm. One input sample is applied to 

ANN to produce the actual output. After that, the error 

is computed between the actual output and desired 

output. Depending on this error, the synaptic weights 

are updated as Equation (1) to minimize error. 
  

Fig. 1  The ANN system for thyroid diagnosis. 
 

(1) Wi+1 = Wi + ∆W 

Where Wi+1 is updated value of the weights, Wi is 

current value of the weights, and ΔW is the updated 

change of weights, which is determined as Equation 

(2).  

(2) ∆W = ɳ
ϑE

ϑW
 

Where ɳ is the learning rate parameter, and 
ϑE

ϑW
  is 

the derivative of error with respect to value of the 

synaptic weights.  

These processes are continued until the error 

reaches a very small value (approximately zero). At 

this time, the algorithm converges, and the training 

process is stopped [13]. The flowchart of back 

propagation algorithm is shown in Figure 2. After that, 

a test process is commenced to evaluate the 

performance of trained ANN via applying test samples 

that are not used in the training process. In this work, 

the ANN performance is computed by calculating the 
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classification rate as Equation (3). 

(3)     𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =
𝑁𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑡𝑒𝑠𝑡  𝑠𝑎𝑚𝑝𝑙𝑒𝑠  𝑡ℎ𝑎𝑡  𝑎𝑟𝑒  𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦  𝑐𝑎𝑙𝑠𝑠𝑖𝑓𝑖𝑒𝑑  𝑏𝑦  𝐴𝑁𝑁

𝑇𝑜𝑡𝑎𝑙  𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑡𝑒𝑠𝑡  𝑠𝑎𝑚𝑝𝑙𝑒𝑠
× 100 

 

 

Fig. 2  Flowchart of back propagation algorithm. 
 

3.2 MLP with Back Propagation Algorithm 

MLP ANNs architecture is shown in Figure 3. The 

most popular architecture has three layer includes an 

input layer, a hidden layer and an output layer and all 

the connections are full in this architecture. 
 

 

Fig. 3  MLP ANNs architecture. 
 



Comparison of Different Types of Artificial Neural Networks for Diagnosing Thyroid Disease 

 

49 

3.3 MLF with GA and Back Propagation Algorithm 

A multilayer neural network structure of three 

layers; the input layer with five neurons equal to the 

number of the dataset features, one hidden layer which 

its neurons will be determined by the GA, and the 

output layer with only one neuron; that using a type of 

second order approach as a training algorithm is used 

for diagnosing thyroid disease. The GA is used to find 

an optimum network. These two techniques will be 

illustrated in details at the next subsections and the 

general steps of this approach algorithm will be listed 

in the third subsection.  

3.3.1 The approach algorithm 

The algorithm of this approach will be listed and 

explained in the following steps:  

1. Coding (determine the chromosomes of the 

GA): Each chromosome will have four genes that 

represent the number of neurons in the hidden layer, 

values of the training parameters (mu, mu_inc, and 

mu_dec). The first gene is integer while the others 

genes are real.  

2. Population Initialization: The population of 

the individuals (chromosomes) will be initialized 

randomly in some pre-specified ranges, for this 

approach, the size of the population is set to 50 

individuals. 

3. Chromosomes Evaluating (Fitness Function 

of the GA): The whole goal is to get high 

classification accuracy with optimum NN that has a 

minimum number of neurons with lower training 

epochs. Thus our fitness function is as in equation (4).  
 

(4)                 Fitness = perf + hu/max_hu + epochs/max_epochs+ (1-acc) x 100
 

Where perf is the error function of the neural 

network, hu number of neurons at the hidden layer, 

max_hu maximum number of neurons possible at the 

hidden layer, epochs number of iterations needed by 

network for convergence, max_epochs the maximum 

number of iterations will be proposed for convergence 

which here is determined by 100. Finally, Acc is the 

classification accuracy which is calculated as in 

equations (5) and (6).  

(5) 𝐴𝐶𝐶 =
 𝐶𝑎𝑙𝐶𝑢𝑙𝑎𝑡 ⅇ 𝑛𝑙 
 𝑁 
𝑡=1

 𝑁 
𝑛𝑡 ∈ 𝑁 

(6) 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝑛 =   
1 if classify n =  nc
0 otherwise

 
 

  

Where N is the set of data items to be classified (the 

test set), n ℇ N, nc is the class of the item n, classify (n) 

returns the classification of by the neural network 

individual.  

4. Reproduction (GA search): The time of the 

GA search is get after the population initialization and 

evaluation of each individual by the fitness function. 

The basic genetic operators guide these searches are: 

 Selection: Selection is an important operation. A 

combination between two selected techniques; 

Ranking and Tournament will be used to select 

the two parents.  

 Crossover: For each genetic cycle, the two 

selected parents will be recombined by using the 

uniform crossover to produce one child with 

probability pc = 0.8. 

 Mutation: Each gene in the chromosome that 

obtained by the crossover will be muted by adding 

a value generated randomly in some range.  

 Replacement: After evaluating the new 

individual produced from the crossover and 

mutation, a selected individual of worse fitness 

will be replaced by the new individual under 

some condition.  

5. Termination Conditions (GA Convergence): 

The proposed GA is iterated until either the number of 

the genetic cycles reaches to the predetermined 

maximum cycle’s number which in this work is set to 

100 cycles or the first half of the finest part of the 

population is not changed for some cycles that set for 

10 in this work. 
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4. Data set 

4.1 MLF network 

We collected 655 samples of real patients from 

certified advanced hormones laboratory in Kerbala 

city.  

The features are 3 inputs: 1- Thyroid Stimulating 

Hormone (TSH); 2- Total serum thyroxin (T4); 3- 

Total serum triiodothyronine (T3).  

Most of samples (80%) are used to train ANN, and 

rest of samples (20%) is used to assess the 

performance of trained ANN (Tables 1 & 2). 
 

Table 1  Examples of samples in the collected data set. 

No.  TSH  T4  T3  Thyroid case  

1  3.29  102.35  1.67  Euthyroidism (normal)  

2  0.07  142.81  3.11  Primary hyperthyroidism  

3  7.05  222  3.9  Secondary hyperthyroidism  

4  0.23  111.22  1.55  Subclinical hyperthyroidism  

5  0.11  111  4.9  T3 thyrotoxicosis hyperthyroidism  

6  29.44  23  0.55  Primary hypothyroidism  

7  0.09  22  0.44  Secondary hypothyroidism  

8  5.2  82.61  1.49  Subclinical hypothyroidism  

 

Table 2  Number of samples for each thyroid case. 

No.  Thyroid case  Number of sample  

1  Euthyroidism (normal)  328  

2  Primary hyperthyroidism  44  

3  Secondary hyperthyroidism  44  

4  Subclinical hyperthyroidism  46  

5  T3 thyrotoxicosis hyperthyroidism  40  

6  Primary hypothyroidism  48  

7  Secondary hypothyroidism  40  

8  Subclinical hypothyroidism  65  

Total  655  

 

4.2 MLP network 

The data is UCI University of California Iverine, 

The total numbers of laboratory samples are 215.  

The features are: (a) T3-resin uptake test (A 

percentage); (b) Total Serum thyroxin as measured by 

the isotopic displacement method; (c) Total serum 

triiodothyronine as measured by radioimmuno assay; 

(d) Basal TSH as measured by radioimmuno assay; (e) 

Maximal absolute difference of TSH value after 

injection of 200 micro grams of thyrotropin-releasing 

hormone as compared to the basal value.  

All features are connected and there is no loosed 

one. In Table 3, the numbers of laboratory samples are 

determined based on the type of disease. 
 

Table 3  The number of laboratory samples is determined 

according to the type of disease. 

Type 

disease  

Number of 

samples  

Type class of the UCI 

classification  

Normal  150  1  

Hyper  30  2  

Hypo  35  3  

Total 215  

 

Third neural network the same second one. 
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5. Training and Testing 

5.1 MLF ANN 

The tangent sigmoid is chosen as an activation 

function for hidden layer, and softmax is used for 

output layer. We apply input samples in the data set and 

their target types of thyroid cases to train ANN with 

various numbers of neurons in the hidden layer. 

However, the efficiency of ANN depends on the initial 

value of weights. In addition, weights are initialized 

with random values. Therefore, each training ANN will 

get different results. To solve this problem, we train 

ANN 10,000 times. After that, we record the maximum, 

minimum, and average classification rates of 10,000 

trained ANNs with different number of hidden layer 

neurons, as shown in Table 4. 
 

Table 4  Classification rate of trained ANNs. 

Number of neurons in the hidden 

layer 

Maximum Classification 

rate % 

Minimum Classification 

rate % 

Average Classification 

rate % 

1  74.81 50.38 64.29 

2  96.95 50.38 85.01 

3  98.47 58.02 91.82 

4  98.47 58.78 94.17 

5  99.24 62.60 95.08 

6  99.24 70.99 95.54 

7  99.24 78.63 95.81 

8  99.24 80.15 96.04 

9  99.24 83.97 96.17 

10  99.24 85.50 96.26 

 

In Fig. 4, it can be found that when the number of 

neurons is > 5, the maximum classification rate stops 

increasing. In means when the number of neurons is 5, 

the maximum classification rate reaches the saturation 

value. This means that the classification rate is 

proportional to the number of hidden layer neurons. 
 

 

Fig. 4  Classification rate of trained ANNs. 
 

To clarify the performance of final selected ANN, 

the confusion matrix is illustrated in Figure 5 to show 

the classification rate of the network by using 131 test 

samples (20% of total samples in the data set) which 

are not used in the training process. The green 

diagonal cells of the matrix demonstrate the number of 
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samples that are correctly classified by ANN and their 

percentages. On the other hand, the red off-diagonal 

cells show the number of samples that are 

misclassified by ANN. 
 

 

Fig. 5  Confusion matrix of the designed ANN. 
 

5.2 MLP ANN 

The techniques used to training an ANN are wide in 

which the most important is supervision or 

non-supervision learning techniques. Back 

propagation learning algorithm which uses under 

supervision learning technique could learn well based 

on a set of training examples and then capable of 

diagnosing each pattern [14]. Basic MLP constructive 

unit is a simple model of artificial neuron. This unit 

adds the inputs collection with the value of threshold. 

And the sum depending on type activation function 

(generally sigmoid) passes [15]. The network begins 

to train based on the random values of weights and 

biases [16, 17] and the training process will continue 

until the error is minimized [7, 16, 17]. Updating the 

values of all weights is performed based on error 

value as far as the difference between network input 

and output reaches to the desirable one. It gradually 

achieves from output layer, through hidden layer to 

input layer toward back [1]. Beside weights optimal 

adjustment, proper selection of activation function 

According to [10] Cause more optimal network 

performance. An activating function of MLP ANN 

has several major features such as continuous, 

differentiable, and monotonically non-decreasing [16, 
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18, 10]. The applied activation function is considered 

for hidden layer neurons is Logsig and for each output 

layer neuron is Purelin.  

Due to the obtained results of Table 5, the best 

performance relates to the classification is 85% for 

Train data and 15% for Test data, respectively. The 

way of choosing data based on this classification is as 

random (using Randperm function). 
 

Table 5  Choosing the best classification of test and train 

data. 

Train  Test 
Performance for 

Tansig 

Performance for 

Logsig 

70  30 0.00179 9.19e-9 

75  25 0.032 1.33e-5 

80  20 0.0085 0.056 

85  15 0.90e-10 5.94e-10 

90  10 2.6e-7 0.046 

95  5 5.26e-5 0.0023 

 

5.3 MLF ANN 

In order to compare the performance of the genetic 

neural network techniques, firstly, data set is 

normalized and split into groups of training set and 

testing set. The splitting process will be done 

randomly three times with specific proportion at each 

time (10% to 90%, 30% to 70%, and 50% to 50%) in 

order to form different training/testing groups. Table 6  

 

Table 6  The number of instances that used as training set 

and testing set for each group. 

Group Number  Training Set  Testing Set  Total  

1  21  194  215  

2  64  151  215  

3  107  108  215  

 

shows the number of instances that used as training set 

and testing set for each group. For each 

training/testing pair the GA will be applied five times 

to find the optimum network topology that gives a 

high accuracy. 

6. Evaluation and Discussion 

First ANN is trained by back propagation algorithm. 

After training process, if inputs of a particular sample 

are applied to ANN, only one neuron of output layer 

will be active (its value is approximately one). In 

contrast, the values of the other seven will be roughly 

zero. The active neuron represents the category of 

thyroid case for input sample. Number of neurons in 

the hidden layer should be as smallest as possible to 

reduce the complexity of ANN which leads to 

decrease the response time of ANN. As a result, the 

lowest number of neurons that provides the highest 

maximum classification rate is selected in the 

proposed system. In this case, 5 neurons are chosen to 

be in the hidden layer. Hence, architecture of the 

designed ANN will be 3-5-8. Among 10,000 trained 

ANNs, the one that provides the maximum 

classification rate is chosen in the final system for 

thyroid diagnosis. It can be shown that classification 

rate of designed ANN is 99.2% which is considered 

very high as compared to results of previous works. 

with confusion matrix Only one of the 131 test 

samples is misclassified. This implies that ANN is 

almost successfully able to classify samples into eight 

thyroid cases. 

The second ANN compares the performance of 

MLP ANN with the changes of activation function 

and the number of hidden nodes and to reach to the 

high accuracy. The back propagation learning 

algorithm performance is based on Gradient descent 

technique. It is considered to regulate weight 

connections among neurons to minimize system error 

between real output and target output. Although back 

propagation learning algorithm is the most popular 

algorithm to ANN training but sometimes can be 

inefficient. One of the main training drawback whits 

the algorithm is the slow convergence. It is proposed 

methods to improve convergence rate which includes 

proper selection of activating function in neurons and 

accurate determination of size parameter of learning 

rate. We are used the architectures of (5-6-1) with a 
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single hidden layer. Figure 6 display the numbers of 

hidden layer nodes to the network performance. 

Third ANN, see table 7, which show the optimum 

network by the marker rows for each group. 
 

 
Fig. 6  The numbers of hidden layer nodes to the network performance. 
 

Table 7  The number of instances that used as training set and testing set for each group. 

Group No. hu mu mu_inc mu_dec epochs perf Train Accuracy Test Accuracy 

1 

6 0.067 6 0.116 100 2.74E-11 100% 96.91% 

6 0.021 2 0.205 49 2.22E-13 100% 96.91% 

6 0.006 4 0.300 35 1.91E-13 100% 96.39% 

5 0.017 7 0.101 28 8.07E-13 100% 96.91% 

6 0.084 10 0.283 67 9.57E-13 100% 97.42% 

2 

7 0.068 3 0.102 21 4.93E-13 100% 97.35% 

6 0.043 10 0.501 65 9.31E-13 100% 97.35% 

6 0.058615 10 0.25036 29 3.14E-13 100% 96.69% 

5 0.031 9 0.745 64 3.56E-13 100% 97.35% 

5 0.047 7 0.621 57 7.20E-13 100% 97.35% 

3 

8 0.021 7 0.321 73 9.05E-13 100% 97.22% 

8 0.070 8 0.702 100 2.62E-11 100% 98.15% 

12 0.359 4 0.359 48 5.35E-13 100% 97.22% 

6 0.163 5 0.163 22 1.94E-13 100% 97.22% 

14 0.259 5 0.259 63 9.29E-13 100% 97.22% 

 

7. Conclusions 

In this work, diagnosis of thyroid disease is 

modeled by neural network techniques.  

First one A multilayer feed forward is selected as 

ANN architecture, and back propagation is used as 

training algorithm. The results of this work show that 

classification rate of ANN and number of neurons in 

the hidden layer is directly proportional. After 

extensive search for best network, the one with only 

one hidden layer that has 5 neurons is chosen to 

perform thyroid diagnosis system. The selected ANN 

has high classification rate which is about 99.2%. As a 

result, the proposed structure of ANN can effectively 

categorize the type of thyroid cases.  

Second one we consider the type of appropriate 

activation function, correct selection of layer number 

and the network complexity so as to achieve the best 
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result by comparing their performance to reach the 

best possible answer. By selecting a hidden layer and 

Logsig activation function for hidden layer and 6 

neurons in the hidden layer, we can reach the 

classification accuracy for Thyroid disease to 98.6%.  

Third one presents a study on thyroid disease 

diagnosis by using neural networks with second order 

training algorithm. The genetic algorithm was used to 

find the optimum network structure with high 

classification accuracy. Three different proportions of 

training/testing groups are formed. According to the 

results, it was seen that neural network structures 

could be successfully used to help diagnosis of thyroid 

disease. Overall accuracy of diagnosis is 100% for 

training and in range between 96% and 98% for 

testing. 
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