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Abstract: This paper deals with ݉݊ݔ two-person non-zero sum games with interval pay-offs. An analytic method for solving such games 
is given. A pair of Nash Equilibrium is found by using the method. The analytic method is effective to find at least one Nash Equilibrium 
(N.E) for two-person bimatrix games. Therefore, the analytic method for two-person bimatrix games is adapted to interval bimatrix games. 
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1. Introduction 

Interval game theory concerns about making 

decisions under conflict caused by opposing interests. 

Interval analysis allows us to compute with sets on the 

real line. In applications, interval analysis provides 

rigorous enclosure of solutions to model equations. 

For details, one can refer to [4]. Interval valued matrix, 

whose entries are closed intervals is proposed by 

many researchers to model some kind of uncertainty. 

We present, in this paper an analytic method for 

interval bimatrix games.The method for bimatrix 

games provides both an elementary proof of the 

existence of equilibrium points and an efficient 

computational method for finding at least one 

equilibrium point. This method is an algorithm to find 

N.E. The algorithm was first introduced in [1]. 

2. Interval Numbers 

An interval number ܽ  is closed subset of real 

numbers.Moreover its represented as follows, 

ܽ ൌ ሾܽ, ܽோሿ ൌ ሼݔ א Թ: ܽ  ݔ  ܽோሽ 

in which ܽ and ܽோ are respectively referred to as 

the lower and upper bound of the interval ܽ  and 

ܽ  ܽோ  . If ܽ ൌ ܽோ , then ܽ ൌ ሾܽ, ܽሿ  is a real 

number. Midpoint and half-width of an interval 
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number ܽ is defined as follows, 

݉ሺ ܽሻ ൌ
ܽ  ܽோ

2
, ሺݓ ܽሻ ൌ

ܽோ െ ܽ

2
 

The set of all interval numbers is represented by Թ෩ . 

2.1 Basic Interval Arithmetic 

Let ܽ ൌ ሾܽ, ܽோሿ and ෨ܾ ൌ ሾܾ, ܾோሿ be two interval 

numbers. The arithmetic operations are defined as 

follows, 

ܽ  ෨ܾ ൌ ሾܽ  ܾ, ܽோ  ܾோሿ 

ܽ െ ෨ܾ ൌ ሾܽ െ ܾோ, ܽோ െ ܾሿ 

ܽ ෨ܾ ൌ ሾ݉݅݊ܵ, ,ሿܵݔܽ݉ ܵ ൌ ሼܾܽ, ܾܽோ, ܽோܾ, ܽோܾோሽ 



෨
ൌ ܽ. ሺ1/ ෨ܾሻ, (0 ב ෨ܾ 

and 

ଵ

෨
ൌ ሼ ෨ܾ: ሺ

ଵ

෨
ሻ א ෨ܾሽ ൌ ሾ

ଵ

ೃ
,

ଵ

ಽ
ሿ 



෨
ൌ ܽ. ቀ

ଵ

෨
ቁ ൌ

ሾܽ, ܽோሿ ቂ
ଵ

ೃ
,

ଵ

ಽ
ቃ ൌ

ቂmin ቄ
ಽ

ೃ
,

ಽ

ಽ
,

ೃ

ೃ
,

ೃ

ಽ
ቅ , max ቄ

ಽ

ೃ
,

ಽ

ಽ
,

ೃ

ೃ
,

ೃ

ಽ
ቅቃ 

ߙ א Թ için ߙ ܽ ൌ ,ሾܽߙ ܽோሿ ൌ ൜
,ሾܽߙ ܽோሿ, ߙ  0
,ሾܽோߙ ܽሿ, ߙ ൏ 0

 

ܽ .
1
ܽ

് 1 

ܽ  ሺെ ܽሻ ് 0 

2.2 Comparasion Between Interval Numbers 

An extensive research and wide coverage on interval 
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arithmetic and its applications can be found in [5]. A 

brief comparasion on different interval orders is given 

in [5] on the basis of decision makers opinion. 

Let ܽ ൌ ሾܽ, ܽோሿ and ෨ܾ ൌ ሾܾ, ܾோሿ be two disjoint 

interval numbers. ܽ  is less than ෨ܾ  if and only if 

ܽோ ൏ ܽ. This is denoted by ܽ ൏ ෨ܾ and the relation is 

an extension of " ൏ " on the real line. If the closed 

interval numbers are overlapping, then we use the 

acceptability index idea suggested by [6]. 

Let Թ෩  be the set of all closed intervals on the real 

line Թ. The function 

ࣛ: Թ෩ Թ෩ݔ ื ሾ∞, 0ሻ 

such that  

ࣛ൫ ܽ ط ෨ܾ൯ ൌ
݉൫ ෨ܾ൯ െ ݉ሺ ܽሻ

൫ݓ ෨ܾ൯  ሺݓ ܽሻ
 

ሺݓ൫ ෨ܾ൯  ሺݓ ܽሻ ് 0ሻ is called acceptability function. 

Thus, the number ࣛ൫ ܽ ط ෨ܾ൯  is called grade of 

acceptability of the ܽ to be inferior to ෨ܾ. 

݅ሻ ࣛ൫ ܽ ط ෨ܾ൯  1  when ݉൫ ෨ܾ൯  ݉ሺ ܽሻ  and 

ܽோ  ܾ 

݅݅ሻ 0 ൏ ࣛ൫ ܽ ط ෨ܾ൯ ൏ 1  when ݉൫ ෨ܾ൯  ݉ሺ ܽሻ  and 

ܾ  ܽோ 

݅݅݅ሻ ࣛ൫ ܽ ط ෨ܾ൯ ൌ 0  when ݉൫ ෨ܾ൯ ൌ ݉ሺ ܽሻ . In this 

case, an extensive research about comparasion of ܽ 

and ෨ܾ can be found in [6]. 

Example 1. Let ܽ ൌ ሾ10,20ሿ and ෨ܾ ൌ ሾ24,28ሿ be 

two interval numbers.Then,  

ࣛ൫ ܽ ط ෨ܾ൯ ൌ
26 െ 15

2  5
ൌ

11
7

 1. 

Hence, ܽ is less than ෨ܾ with full satisfaction. 

Example 2. Let ܽ ൌ ሾ1,5ሿ and ෨ܾ ൌ ሾ3,17ሿ be two 

interval numbers.Then,  

ࣛ൫ ܽ ط ෨ܾ൯ ൌ
10 െ 3
7  2

ൌ
7
9

߳ሺ0,1ሻ. 

Hence, ܽ is less than ෨ܾ with grade of satisfaction 


ଽ
 . 

3. Interval Bimatrix Games 

A bimatrix game is a two player game, player ܫ 

and player ܫܫ , player ܫ  has ݉  pure strategies 

ሼܫଵ, ,ଶܫ … ,  has ݊ pure strategies ܫܫ ሽ while playerܫ

ሼܫܫଵ, ,ଶܫܫ … ,  ሽ. There is no longer a value ܿ ,suchܫܫ

that 

,ܫூ൫ܪ ൯ܫܫ  ,ܫூூ൫ܪ ൯ܫܫ ൌ ܿ 

where ܪூሺܫ, ,ܫூூሺܪ ,ሻܫܫ  ሻ are expected payoffs ofܫܫ

player ܫ  and player ܫܫ , respectively. That is, the 

pay-offs of player ܫ  or player ܫܫ  do not give 

information about pay-off of the other one. Thus, if 

player ܫ plays ܫ and player ܫܫ plays ܫܫ , then the 

payoff is as follows 

,ܫ൫ܪ ൯ܫܫ ൌ ቀܪூ൫ܫ, ,൯ܫܫ ,ܫூூ൫ܪ  .൯ቁܫܫ

If player ܫ  selects the strategy ݅  and player ܫܫ 

selects the strategy ݆ , then ൣܽ, ܽோ൧  and 

ൣܾ, ܾோ൧ are payoffs of the player ܫ and player ܫܫ, 

respectively. Hence, a bimatrix game is determined by 

a pair of matrix ൫ܣሚ,  ෨൯ܤ

When payoff matrix whose entries are interval 

numbers, is given, the payyoff matris of two-person 

non-zero sum game ൫ܣሚ,  :෨൯ is represented as followsܤ
 

൫ܣሚ, ෨൯ܤ ൌ ൦

ሺሾܽଵଵ, ܽଵଵோሿ, ሾܾଵଵ, ܾଵଵோሿሻ ሾܽଵଶ, ܽଵଶோሿ, ሾܾଵଶ, ܾଵଶோሿ … ሾܽଵ, ܽଵோሿ, ሾܾଵ, ܾଵோሿ
ሾܽଵଶ, ܽଵଶோሿ, ሾܾଵଶ, ܾଵଶோሿ ሾܽଶଶ, ܽଶଶோሿ, ሾܾଶଶ, ܾଶଶோሿ … ሾܽଶ, ܽଶோሿ, ሾܾଶ, ܾଶோሿ

ڭ
ሾܽଵ, ܽଵோሿ, ሾܾଵ, ܾଵோሿ

ڭ
ሾܽଶ, ܽଶோሿ, ሾܾଶ, ܾଶோሿ

ڭ
…

ڭ
ሾܽ, ܽோሿ, ሾܾ, ܾோሿ

൪ 

 

A mixed strategy set of player ܫ is 

ூܵ ൌ ൝ݔ ൌ ሺݔଵ, ,ଶݔ … , ሻݔ א Թ: ݔ  0,  ݔ



ୀଵ

ൌ ݅ 1 ൌ 1, … , ݉ൡ. 

Similarly, a mixed strategy set of player ܫܫ is 

ூܵூ ൌ ቐݕ ൌ ሺݕଵ, ,ଶݕ … , ሻݕ א Թ: ݕ  0,  ݕ



ୀଵ

ൌ ݅ 1 ൌ 1, … , ݊ൡ. 



An Analytıc Method for Interval Bimatrix Games 

 

68

When player ܫ plays mixed strategy of ݔ א ூܵ and 

player ܫܫ plays mixed strategy of ݕ א ூܵூ, player ܫ 

receives payoff 

,ݔூሺܪ ሻݕ ൌ   ,ൣܽݔ ܽோ൧ݕ



ୀଵ



ୀଵ

 

and player ܫܫ receives payoff 

,ݔூூሺܪ ሻݕ ൌ   ,ൣܾݔ ܾோ൧ݕ



ୀଵ



ୀଵ

. 

Let כݔ א ூܵ כݕ , א ூܵூ  be mixed strategies for 

player ܫ and player ܫܫ, respectively. If the following 

inequalities 

,ݔூሺܪ ሻכݕ  ,כݔூሺܪ  ሻכݕ

,כݔூூሺܪ ሻݕ  ,כݔூூሺܪ  ሻכݕ

are satisfied for arbitrary ݔ א ூܵ, ݕ א ூܵூ then pair of 

ሺכݔ,  ሻ is called strategies of equilibrium (or pair ofכݕ

equilibrium) of the game. 

4. An Analytic Method 

Let ܣሚ , ܤ෨  be ݉݊ݔ pay-off matrixs for player ܫ 

and player ܫܫ, respectively. We assume that player ܫ 

has ݉  pure-strategy and player ܫܫ  has ݊ 

pure-strategy  

ሚܣ ൌ 
ሾܽଵଵ, ܽଵଵோሿ ڮ ሾܽଵ, ܽଵோሿ

ڭ ڭ ڭ
ሾܽଵ, ܽଵோሿ ڮ ሾܽ, ܽோሿ

൩ 

෨ܤ ൌ 
ሾܾଵଵ, ܾଵଵோሿ ڮ ሾܾଵ, ܾଵோሿ

ڭ ڭ ڭ
ሾܾଵ, ܾଵோሿ ڮ ሾܾ, ܾோሿ

൩ 

and so let כݔ, כݕ  be respectively ݉1ݔ  mixed 

strategy vector for player ܫ and ݊1ݔ mixed strategy 

vector for player ܫܫ.  

Let each components of interval matrix ܣሚ and ܤ෨  

be positive definite. We assume that all entries of 

ሚܣ ൌ ሾܽ, ܽோሿ  and ܤ෨ ൌ ൣܾ, ܾோ൧ , 1  ݅ 

݉, 1  ݆  ݊ for all ݅, ݆ are different length and are 

not nested intervals.  

∑ ݔ

ୀଵ ൌ ݔ 1  0 ݅ ൌ 1, … , ݉     (4.1) 

∑ ݕ

ୀଵ ൌ ݕ 1  0 ݆ ൌ 1, … , ݊     (4.2) 

כݕሚܣ  ൫ܣ்כݔሚכݕ൯ሺሾ1,1ሿሻ௫ଵ ൌ  ෨ሺሾ1,1ሿሻ௫ଵ (4.3)ܪ

 

෨ܤ כݔ்  ൫ܤ்כݔ෨כݕ൯ሺሾ1,1ሿሻ௫ଵ ൌ ෨ܪ ሺሾ1,1ሿሻ௫ଵ (4.4) 

If we take into account (4.1), (4.2), (4.3) conditions, 

then we can work out Nash Equilibrium.  

݀ ൌ max
,

ሺݐ, ሻݏ  ሾ1,1ሿ, ݅ ൌ 1, … , ݉ ݆ ൌ 1, … , ݊, ݐ

ൌ ൣܽ, ܽோ൧, ݏ ൌ ൣܾ, ܾோ൧ 

ሚଵܣ ൌ ෨ܧ݀ െ ሚܣ

ൌ ቌ
ሾ݀, ݀ሿ ሾ݀, ݀ሿ

ሾ݀, ݀ሿ ሾ݀, ݀ሿ
ቍ

െ ቌ
ሾܽଵଵ, ܽଵଵோሿ ሾܽଵ, ܽଵோሿ

ሾܽଵ, ܽଵோሿ ሾܽ, ܽோሿ
ቍ 

ൌ ቌ
ଵଵݐ ଵݐ

ଵݐ ݐ

ቍ  0 

where ݐ ൌ ሾ݀, ݀ሿ െ ൣܽ, ܽோ൧, ݅ ൌ 1, … , ݉ ݆ ൌ

1, … , ݊ 

෨ଵܤ ൌ ෨ܧ݀ െ ෨ܤ

ൌ ቌ
ሾ݀, ݀ሿ ሾ݀, ݀ሿ

ሾ݀, ݀ሿ ሾ݀, ݀ሿ
ቍ

െ ቌ
ሾܾଵଵ, ܾଵଵோሿ ሾܾଵ, ܾଵோሿ

ሾܾଵ, ܾଵோሿ ሾܾ, ܾோሿ
ቍ 

ൌ ቌ
ଵଵݏ ଵݏ

ଵݏ ݏ

ቍ  0 

where ݏ ൌ ሾ݀, ݀ሿ െ ൣܾ, ܾோ൧, ݅ ൌ 1, … , ݉ ݆ ൌ

1, … , ݊  

෨ܧ ൌ ൣ݁, ݁ோ൧ ൌ ሾ1,1ሿ, ݅ ൌ 1, … , ݉ ݆ ൌ 1, … , ݊  

the following conditions are equivalent to (4.1), (4.2), 

(4.3)  

෨ଵܤ
ݔ்  ሺሾ1,1ሿሻ௫ଵ          (4.5) 

ݔ  0               (4.6) 

ቀݕ, ൫ܤ෨ଵ
ݔ் െ ሺሾ1,1ሿሻ௫ଵ൯ቁ ൌ 0    (4.7) 

ሚଵܣ
ݕ்  ሺሾ1,1ሿሻ௫ଵ         (4.8) 

ݕ  0               (4.9) 

ቀݔ, ൫ܣሚଵ
ݕ் െ ሺሾ1,1ሿሻ௫ଵ൯ቁ ൌ 0   (4.10) 
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(3.4.1) can be expressed as follows: 

෨ଵܤ
ݔ்  ሺ݀ ∑ పݔ

ୀଵ െ 1ሻሺሾ1,1ሿሻ௫ଵ   (4.11) 

כݔ ൌ
௫

∑ ௫ഢ
సభ

 ฺ ݔ ൌ כݔ ∑ పݔ
ୀଵ  then, if we substitute 

 ; into (4.11), we obtain the following inequalitiesݔ

෨ଵܤ
כݔ்  పݔ



ୀଵ

  ሺ݀  పݔ



ୀଵ

െ 1ሻሺሾ1,1ሿሻ௫ଵ 

෨ଵܤ
כݔ்   ቆ݀ െ

1
∑ పݔ

ୀଵ
ቇ ሺሾ1,1ሿሻ௫ଵ … ሺכሻ 

Therefore, (4.3) is equivalent (*). The following 

statement 

כݕ෨ܤ்כݔ ൌ ݀ െ
1

∑ పݔ
ୀଵ

 

is added to (4.5) then, (4.3) is verified when 

conditions of (4.5), (4.6), (4.7) are satisfied and 

similarly (4.2) is verified when conditions of (4.8), 

(4.9), (4.10) are satisfied. 

Then, optimal strategies כݔ, כݕ  and values of 

games ܪூ,  ,ூூ are obtained as followsܪ

כݔ ൌ
ݔ

∑ పݔ
ୀଵ

, כݕ ൌ
ݕ

∑ ఫݕ
ୀଵ

 

ூܪ ൌ ݀ െ
1

∑ ఫݕ
ୀଵ

, ூூܪ ൌ ݀ െ
1

∑ పݔ
ୀଵ

. 

4.1 Lemke-Howson Algorithm 

I) Calculating matrixes ܣሚ, ܤ෨  

1) ݀ ൌ max,ሺݐ, ሻݏ  ሾ1,1ሿ, ݅ ൌ 1, … , ݉ ݆ ൌ

1, … , ݊  

2) 

ሚଵܣ ൌ ෨ܧ݀ െ ሚܣ  0 

෨ଵܤ ൌ ෨ܧ݀ െ ෨ܤ  0, 

෨ܧ ൌ ൣ݁, ݁ோ൧ ൌ ሾ1,1ሿ, ݅ ൌ 1, … , ݉ ݆ ൌ 1, … , ݊  

II) Determining initial strategy vectors ݔ,  ;ݕ

3) Forming tableau ܣሚ
כ   

ܣ
כ ൌ

ଵݐ
ଵ ݐଶ

ଵ ڮ ݐ
ଵ  ݁ଵ  ݁ଶ ڮ ݁

ۏ
ێ
ێ
ۍ
ଵଵݐ

ଵ ଶଵݐ
ଵ ڮ ଵݐ

ଵ

ଵଶݐ
ଵ ଶଶݐ

ଵ ڮ ଶݐ
ଵ

ڭ
ଵݐ

ଵ
ڭ

ଶݐ
ଵ

ڭ ڭ
ڮ ݐ

ଵ

 

ڭ
ڭ
ڭ
ڭ

ሾ1,1ሿ ሾ0,0ሿ ڮ ሾ0,0ሿ
ሾ0,0ሿ ሾ1,1ሿ ڮ ሾ0,0ሿ

ڭ
ሾ0,0ሿ

ڭ
ሾ0,0ሿ

ڭ ڭ
ڮ ሾ1,1ሿے

ۑ
ۑ
ې

ൌ ሚଵܣൣ
்:  ሚ൧ܫ

4) Let’s choose initial strategy vector ݕ ; 

்ݕ
ൌ ൬

1
ܽ

 0 … 0൰ 

where ܽ ൌ min ଵݐ
ଵ , ݅ ൌ 1,2, … , ݉  and 0 ൌ ሾ0,0ሿ  is 

an interval number. ܽ is a minimal element of first 

column of matrix ܣሚଵ and ݅כ is a row giving minimal 

element of first column of matrix ܣሚଵ. 

5) Similiarly, tableau ܤ෨
כ ൌ ሾܤ෨ଵ:  ሚሿ is formed as inܫ

third step. Moreover, base ሺ ଵ݂, ଶ݂, … ݂ሻ replace with 

base ሺ݁ଵ, ݁ଶ, … ݁ሻ 

6) Let’s choose initial strategy vector ݔ : 

்ݔ
ൌ ൬0 0 …

1
ܾ

 0 … 0൰ 

where ܾ ൌ min כݏ
ଵ , ݆ ൌ 1,2, … , ݊ and (0 ൌ ሾ0,0ሿ is 

an interval number.) ܾ is a minimal element of ݅כ. 

row of matrix ܤ෨ଵ and ݆כ is a column giving minimal 

element of ݅כ row of matrix ܤ෨ଵ. 

(III) Controlling Equilibrium Conditions 

7) We can control whether equilibrium conditions 

are provided, using the following method. 

Determining sets of ሺݔሻ and ሺݔሻ : 

ሻݔሺ ൌ ሼ ݂, ݏ
ଵ்ห ݂

ݔ் ൌ ሾ0,0ሿ , ݏ
ଵ்ݔ െ ሾ1,1ሿ ൌ ሾ0,0ሿሽ 

Similarly, 

ሻݕሺݍ ൌ ൛ ݁, ݐ
ଵ்ห ݁

ݕ் ൌ ሾ0,0ሿ, ݐ
ଵ்ݕ െ ሾ1,1ሿ ൌ ሾ0,0ሿൟ. 

Then, we can express sets of ሺݔሻ and ሺݕሻ : 

ሻݔሺ ൌ ൛ ଵ݂, ଶ݂, … , ݂ିכଵ, ,כݏ ݂כାଵ, … , ݂ൟ 

ሻݕሺݍ ൌ ൛ݐכ,, ݁ଶ, … , ݁ൟ. 

After then, we control whether equilibrium 

conditions are satisfied with ܯሺݔ,  .ሻݕ

,ݔሺܯ ሻݕ

ൌ ൜݁, ௦݂|
݁ א ,ݔሺܯ ሻ ݂݅ ݁ݕ א ݏ ݎ ሻݕሺݍ

ଵ א ሻݔሺ

௦݂ א ,ݔሺܯ ሻ ݂݅ ௦݂ݕ א ௦ݐ ݎ ሻݔሺ
ଵ א ሻݕሺݍ

ൠ 

If ܯ൫ݔ, ൯ݕ ൌ ሼ݁ଵ, … , ݁, ଵ݂, ଶ݂, … , ݂ሽ, then pair of 

ሺݔ,  ሻ is equilibrium state. If equilibrium conditionݕ

is satisfied, then we pass on 15௧  step otherwise, 

pass on 8௧ step. 

(IV) Changing The Bases 

8) Base ሺ݁ଵ, ݁ଶ, … , ݁ሻ  replaces with ݍሺݕሻ  and 

base ሺ ଵ݂, … , ݂ሻ replaces with ሺݔሻ . Tableaus of 

ሚଵܣ
,כ ෨ଵܤ

 are formed by means of one method which is כ

similar to simplex. 
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Tableau ܣሚଵ
כ  is as folows 

ሚଵܣ
כ ൌ

ۏ
ێ
ێ
ଵଵߙۍ ଶଵߙ … ଵ,ଵିכߙ 1 ାଵ,ଵכߙ  … ଵߙ ଵଵݍ  … ଵݍ

ଵଶߙ
…

ଵߙ

 
ଶଶߙ … ଵ,ଶିכߙ 0 ାଵ,ଶכߙ  … ଶߙ ଶଵݍ … ଶݍ

…  …  … …  …  … …  …  … …

ଶߙ … ଵ,ିכߙ 0 ାଵ,כߙ  … ߙ ଵݍ … ےݍ
ۑ
ۑ
ې ଵߣ

…ଶߣ
ߣ

ଵߦ െ 1 మߦ െ 1 … ଵିכߦ െ 1 כߦ െ 1 ାଵכߦ െ 1 … ߦ െ 1 ଵݕ
 … ݕ



 

 

where 1 ൌ ሾ1,1ሿ, 0 ൌ ሾ0,0ሿ are interval numbers and 

ଵߙ ൌ
௧భ
′

௧כభ
′ ߙ , ൌ ݐ

′ െ כݐଵߙ
′ , ݆ ് 1. 

9) In tableau ܣሚଵ
כ , instead of bottom row, 

corresponding to the base ሺ݁ଵ, ݁ଶ, … , ݁ሻ  

்ݕ
ൌ ሺݕଵ

 ݕଶ
 ݕ …

ሻ 
the vector is written.  

ߦ ൌ ݐ
ଵ்ݕ, ݅ ൌ 1,2, … , ݉ 

where ݐ
ଵ  ሺ݅ ൌ 1,2, … , ݉ሻ  are columns of tableau 

ሚܣ
כ  .  

10) Let’s work out values of כߣ,   ככߣ

ߣ
כ ൌ min

ఈೖೕழ

ೕೝழ
ଵஸஸ
ଵஸஸ

ቊെ
ߦ െ 1

ߙ
, െ

ݕ


ቋݍ , ߣ
ככ

ൌ max
ఈೞೕவ

ೕவ
ଵஸ௦ஸ
ଵஸ௧ஸ

ቊെ
௦ߦ െ 1

௦ߙ
, െ

௧ݕ


 ௧ቋݍ

where either value of ߣ
כ  or value of ߣ

ככ  is zero. 

Elements of column ߣ in matrix ܣଵ
כ  consist of ߣ

 or כ

ߣ
 .which are non-zero ככ

11) By similar arguments, tableau ܤ෨ଵ
 .is formed כ

Hence, ߤ is obtained instead of ߣ. 

(V) Determining Optimal Strategies and 

Game-Value 

12) Let’s determine all of strategies ݔ and ݕ as 

follows: 

൝
ݔ

் ൌ ்ݔ
 ,ߤ ݅ ൌ 1,2, … , ݉

ݕ
் ൌ ்ݕ

 ,ݍߣ ݆ ൌ 1,2, … , ݊
 

where , ݍ  are rows of matrixs ܲ  and ܳ  which 

are in tableaus of ܤ෨ଵ
ሚଵܣ and כ

כ ,respectively. 

13) Let’s now determine sets of ݍሺݕሻ and ሺݔሻ 

for value ߣ minimal value ൫ߣ ൌ ߣ
 ൯ or maximumכ

value ൫ߣ ൌ ߣ
൯ככ  is obtained from the following 

statement 

െ
కೖିሾଵ,ଵሿ

ఈೖೕ
 or െ

௬ೝ
బ

ೕೝ 

We assume that it is െ
కೖିሾଵ,ଵሿ

ఈೖೕ
. 

൯ݕ൫ݍ ൌ ሼݍሺݕሻ  ሽݐ ך ൛ ݁ൟ 

Similarly, 

ሻݔሺ ൌ ሼሺݔሻ  ሽݏ ך ሼ ݂ሽ 

14) We can control the equilibrium condition as in 

7௧  step. We specify ܯ൫ݔ, ൯ݕ  for every pair of 

൫ݔ,  ൯. If the equilibirum condition is satisfied, thenݕ

we pass on 15௧  step. Otherwise, we pass on 4௧ 

step and minimal element of second column of ܣሚଵ
் is 

found. Thus, initial strategy vector ݕ is as follows 

்ݕ
ൌ ൬0 

1
ܽ

 0 … 0൰ 

where ܽ ൌ min ଵݐ
ଵ , ݅ ൌ 1,2, … , ݉ . then, we supply 

all steps of the algorithm. 

15) Let ሺݔ,  ሻ be a pair of point N.E. So, optimalݕ

strategies כݔ, כݕ  and expected pay-offs ܪூ, ூூܪ  for 

player ܫ and player ܫܫ, respectively are as follows: 

כݔ ൌ
࢞

∑ ଙ࢞
ୀ

, כݕ ൌ
࢟

∑ ଚ࢟
ୀ

 

ூܪ ൌ ݀ െ
1

∑ ଚ࢟
ୀ

, ூூܪ  ൌ ݀ െ
1

∑ ଙ࢞
ୀ
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