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Abstract: This paper deals with mxn two-person non-zero sum games with interval pay-offs. An analytic method for solving such games

is given. A pair of Nash Equilibrium is found by using the method. The analytic method is effective to find at least one Nash Equilibrium
(N.E) for two-person bimatrix games. Therefore, the analytic method for two-person bimatrix games is adapted to interval bimatrix games.
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1. Introduction

Interval game theory concerns about making
decisions under conflict caused by opposing interests.
Interval analysis allows us to compute with sets on the
real line. In applications, interval analysis provides

rigorous enclosure of solutions to model equations.

For details, one can refer to [4]. Interval valued matrix,

whose entries are closed intervals is proposed by
many researchers to model some kind of uncertainty.
We present, in this paper an analytic method for
interval bimatrix games.The method for bimatrix
games provides both an elementary proof of the
existence of equilibrium points and an efficient
computational method for finding at least one
equilibrium point. This method is an algorithm to find

N.E. The algorithm was first introduced in [1].
2. Interval Numbers

An interval number d is closed subset of real
numbers.Moreover its represented as follows,
a=1la,ag]l ={x eRiq, < x < ag}

in which a; and ap are respectively referred to as

the lower and upper bound of the interval @ and

a,<ag . If a, =ag, then @=[a,a] is a real

number. Midpoint and half-width of an interval
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number @ is defined as follows,
a, +ag ~ ap —a,
m@ =——w@=—5—
The set of all interval numbers is represented by R.

2.1 Basic Interval Arithmetic

Let d@ = [ay,ag] and b = [by, bg] be two interval
numbers. The arithmetic operations are defined as
follows,

a+b=[a,+ b, ag + bg]
a—b=][a
db = [minS, maxS), S

L — br,agr — b, ]
= {a.by, a;bg, arby, agbg}

%: a.(1/b), (0 & b

and
1 ~ 1 =~ 1 1.4 ~ (1
s=l@eb =l 15=a(;) =
[aLlaR [ ]
[min {ﬂ 4L ar ﬂ} {ﬂ 4L 9r a_R}]
br’ by’ br’ by br’ by’ bg’ by
[a,,a a=0
a € Ricin ad = ala;, ag] ={ w azl,
alag,a.], a<0
21
a—+1
a
a+(—a)+#0

2.2 Comparasion Between Interval Numbers

An extensive research and wide coverage on interval
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arithmetic and its applications can be found in [5]. A
brief comparasion on different interval orders is given
in [5] on the basis of decision makers opinion.

Let @ = [ay, ag] and b = [by, bg] be two disjoint
interval numbers. @ is less than b if and only if
ag < a;. This is denoted by @ < b and the relation is
an extension of " <" on the real line. If the closed
interval numbers are overlapping, then we use the
acceptability index idea suggested by [6].

Let R be the set of all closed intervals on the real
line R. The function

A:RxR — [, 0)
such that
A(a<b)= m(b) = m(@ m(@)
w(b) + w(@)
(W(E) +w(@) # 0) is called acceptability function.
Thus, the number cﬂ(& < 5) is called grade of
acceptability of the @ to be inferior to b.

i) cﬂ(d < 5) =1 m(f)) >m(ad) and
ar < by

ii)0 < cﬂ(& < 5) <1 when m(E) >m(a) and
b, < ap

iii) c/l(& < 15) =0 when m(E) =m(a). In this
case, an extensive research about comparasion of @
and b can be found in [6].

Example 1. Let @ = [10,20] and b = [24,28] be
two interval numbers.Then,

26—-15 11
2+5 7

Hence, @ is less than b with full satisfaction.

when

A(a<b) =

(la111, a11r]: [B111, P11R]D)
(@121, @12r], [b121, b12R]

(4,B) = :
[@1mpr A1imr ]y [Pimes bimr]

A mixed strategy set of player I is

m
S =14x = (X1, %5, 00, X)) € R™ix; > O,in
i=1

(@121, @12r]s [P121, P12R]
[az21, A2kl [b221, b22r]

[@2m1, @2mgr], [D2mi, Pamr]

Example 2. Let d@ = [1,5] and b = [3,17] be two
interval numbers.Then,
10-3
742
Hence, @ is less than b with grade of satisfaction

A(a<b) =

7
= 6 6(0,1)
7
5
3. Interval Bimatrix Games

A bimatrix game is a two player game, player [
and player II, player I has m pure strategies
{1, 1, ...
{11,,11,, ..., II,}. There is no longer a value ¢ ,such
that

,I,} while player II has n pure strategies

H, (1, 1) + Hy (1, 1) = ¢
where H;(I;,I1;), Hy(I;,1I;) are expected payoffs of
player I and player II, respectively. That is, the
pay-offs of player I or player II do not give
information about pay-off of the other one. Thus, if
player I plays [; and player II plays II; , then the

payoff is as follows

H(li,”j) = (HI(Ii,Ilj),HII(Ii'IIj))'

If player I selects the strategy i and player I/
selects the strategy j , then [ai L Qi jR] and
[bi L bi jR] are payoffs of the player I and player I1,
respectively. Hence, a bimatrix game is determined by
a pair of matrix (4, B)

When payoff matrix whose entries are interval
numbers, is given, the payyoff matris of two-person
non-zero sum game (A, E’) is represented as follows:

[@1mLr A1mr]s [P1mis Pimr]
[azme> @2mer]s [D2me, b2mr]

[anmL' anmR]: [bnmLJ bnmR]

Similarly, a mixed strategy set of player II is

n
Su=1y=0unY2 ) ERY Yy 2 O'ZYj

j=1



68 An Analytic Method for Interval Bimatrix Games

When player I plays mixed strategy of x € S; and
player II plays mixed strategy of y € S, player I
receives payoff

n m
Hi(x,y) = Z Z xi|aiji aijrly;

j=1i=1

and player Il receives payoff

Hy(x,y) = zle[bub L]R]y}

j=1i=

Let x*€S;, y*€S; be mixed strategies for
player I and player II, respectively. If the following
inequalities

Hy(x,y") < Hi(x",y7)

Hy(x%y) < Hy(x", y™)
are satisfied for arbitrary x € S;, y € S;; then pair of
(x*,y*) is called strategies of equilibrium (or pair of
equilibrium) of the game.

4. An Analytic Method

Let A , B be mxn pay-off matrixs for player I
and player II, respectively. We assume that player [
has m pure-strategy and player II has n

pure-strategy

B™x* < (x*"By")([L1Dnx1 = Hs([L1D a1 (4.4)
If we take into account (4.1), (4.2), (4.3) conditions,

then we can work out Nash Equilibrium.

d= ma.x(tijlsij) + [1,1],l = 1, ,m] = 1, e, n, tU
l‘]

= [aiju ain]'Sij = [bijL' bin]

A, =dE —
d,d] [d,d]
[d,d]
(@111, @11r] [@1nL) A1nr]
amlLv amlR [aan, amnR]
tin
= >0
tml tmn

where tij =1[d,d] —
1,..,n

laij, agjgl,i=1,..,mj =

[d,d] [d,d]
[d,d] [d,d]

[bllL' bllR] [blnL'blnR]

[bmlL: bmlR] [ban' bmnR]

S11

S1in

i [ [allL'.allR] [alnLr.alnR] ]
) [am1L, Amir] [@mns, Amnr]]
5 [ [bllL'.bllR] [blnL"blnR] ]
) -[bmlL"bmlR] [ban,.bmnR]_

and so let x*,y* be respectively mx1l mixed

strategy vector for player / and nx1 mixed strategy
vector for player I1.

Let each components of interval matrix A and B
be positive definite. We assume that all entries of
A= [aiji, a;jr]  and B= [bijL,bin] , 1<i<
m,1 <j<n for all i,j are different length and are
not nested intervals.

Yimixi=1x,20i=1,.. 4.1
myj=1ly;20j= 1, 4.2)
Ay* < (T Ay ) (LD mar = Hg([l,ll)mxl (4.3)

= >0

Sm1 Smn
where sij =[d,d] — [bijL, bin],i =1,...mj=
1,..,n

E= [eijL,ein] =[11],i=1,.,mj=1,..,n

the following conditions are equivalent to (4.1), (4.2),
4.3)

BI% = (11D ner @.5)

x=0 (4.6)

X — ([1'1])nx1)) =0 (4-7)

2 ([L1Dma (4.8)
720 (4.9)
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(3.4.1) can be expressed as follows:

BIx < (dEZi% —D([1L1Dna (@11

*

X =

—— =X =x*Y™, %, then, if we substitute

i=171
X into (4.11), we obtain the following inequalities;

m

Bl ) & <(d) %= DULIDna
i =1

i=1 i

- 1
B’{x* < (d - Z:,il ~l> ([1'1])nx1 o (%)

Therefore, (4.3) is equivalent (*). The following

statement

*T D % _ _
x*By*=d S
i=1""1

is added to (4.5) then, (4.3) is verified when
conditions of (4.5), (4.6), (4.7) are satisfied and
similarly (4.2) is verified when conditions of (4.8),
(4.9), (4.10) are satisfied.

Then, optimal strategies x*,y* and values of
games H;, H;; are obtained as follows,

* X * y
X =xm =Y Tvn o~
L. %, iy
1 1
Hl=d_?'HII= moo~
j=17]J i=1xl

4.1 Lemke-Howson Algorithm

I) Calculating matrixes A;, By

1) d = max;;(t;,s;) +[1,1],i =1, ...
1,..,n

2)

,mj=

E = [el-jL, el-jR] = [1,1],l =1, ,m] = 1, e n
II) Determining initial strategy vectors x°,y?;

3) Forming tableau A}

t% t21 e tT];l el ez ces en
ti  ty th:[1,1] [0,0] -+ [0,0]
A8= t112 t212 trlnz S[0,0] [1,1] [0,0]
th, th, - th.i[0,0] [0,0] - [11]
= [4T:1]

4) Let’s choose initial strategy vector y° ;
s /1
yo = (E 0.. 0)
where a = min; t},i=1,2,..,m and 0=[0,0] is
an interval number. a is a minimal element of first
column of matrix A; and i* is a row giving minimal
element of first column of matrix A;.

5) Similiarly, tableau Bj = [B;:I] is formed as in
third step. Moreover, base (fy, f5, ... fn) replace with
base (eq, ey, ...€,)

6) Let’s choose initial strategy vector x° :

r 1
x0 = (00 -y 0...0)
where b = min; s};,j = 1,2,..,n and (0 = [0,0] is
an interval number.) b is a minimal element of i*.
row of matrix B; and j* is a column giving minimal
element of i* row of matrix Bj.

(I1I) Controlling Equilibrium Conditions

7) We can control whether equilibrium conditions
are provided, using the following method.

Determining sets of p(x) and (x) :

p() = {fi,s/T| fTx =[0,0],s}"x = [1,1] = [0,0]}

Similarly,

a) = {e;, t/"| ] y = 0,01, ¢y — [1,1] = [0,0]}.
Then, we can express sets of p(x°®) and (v°) :
P(XO) = {fpfz: ---:ﬁ'*—l:sj*,fi*ﬂ: ---'fm}
q(y®) = {ti-, €5 ., en}.

After then, we control whether

conditions are satisfied with M (x, y).

M(x,y)
_ {e e € M(x,y)if e € q(y) or s} € p(x)}
" f € M(x,y) if f; € p(x) or t} € q(y)

If M(x;,y;) ={ey, ., en f1, f2, -» fm}» then pair of
(xi,y;) is equilibrium state. If equilibrium condition

equilibrium

is satisfied, then we pass on 15" step otherwise,
pass on 8" step.

(IV) Changing The Bases

8) Base (ej, ey, ...,e,) replaces with q(y°) and
base (fi,...,fm) replaces with p(x°) . Tableaus of
A;, B} are formed by means of one method which is

similar to simplex.
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Tableau A} is as folows

~ ~ ~ ~ ~ 11 in
11 a1 @11 1 Gy o AGma 4 - q M
_ ~ - ~ ~ ~ 21 2n
A = Uiz Oyp o Gpogp 0 &rprp o Omz @ - q Ay
& ~ 5. 0 &,* (’):’ nl nn An
in Ao o QAjroqp i*+1,n mn 4 - q
0 0
$1—1 &—-1 0 §pg—1 §o—1 &y —1 Sm—1 y1 o

where 1 = [1,1],0 = [0,0] are interval numbers and

st o~
Aip =7 aj =t
i*1

9) In tableau A} , instead of bottom row,
corresponding to the base (eq, ey, ..., ep)
¥ =y oy
the vector is written.
§=t"Ty%i=12,...,m
where tl-1 (i=12,..,m) are columns of tableau
i .
10) Let’s work out values of A*, 1**

-1 0
A; = min {——gk ,——yr.r},lj*
alfj<0 ak]. q]
q/"<0
1sksm
1srsn

fs -1 V ?
= max {— , ™ /7
(ZSJ'>0 aSj q]t
qJt>0
1sssm
1<tsn
where either value of A; or value of A;* is zero.
Elements of column A in matrix Aj consist of 4; or
A;* which are non-zero.
11) By similar arguments, tableau B is formed.
Hence, p; is obtained instead of 4;.
(V) Determining  Optimal  Strategies and
Game-Value
12) Let’s determine all of strategies x and y as

follows:

x;’r = xOT + ,Ulpl,l = 1121 -y m

y=y" +4q,j=12..,n
where p',q/ are rows of matrixs P and Q which

are in tableaus of B and Aj,respectively.
13) Let’s now determine sets of q(y;) and p(x;)

for value A; minimal value (/1]- = /11*) or maximum
value (/1]- = Aj’f*) is obtained from the following

statement

_fk_[l.'l] o _w

Ak j qJ7
We assume that it is — 2£—2,
A j
q(y;) = la® vt} \{e}

Similarly,

p(x) = {p(x") Usp}\ {fi
14) We can control the equilibrium condition as in
7th step. We specify M (xi, yj) for every pair of
(xl-, yj). If the equilibirum condition is satisfied, then
we pass on 15" step. Otherwise, we pass on 4"
step and minimal element of second column of A7 is

found. Thus, initial strategy vector y° is as follows

1
ol _
= 0—0...0)
y ( a

where a = min; tl-ll,i =1,2,...,m. then, we supply
all steps of the algorithm.

15) Let (X,¥) be a pair of point N.E. So, optimal
strategies x*,y* and expected pay-offs H,, H; for
player I and player II, respectively are as follows:

x* — X y* — y
m ~ ) ~
i=1%1 Z]=1y]
1
H=d—-g—=, H; m =
j=1Y; i=1%:
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