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Abstract: This paper addresses to the problem of designing, modeling and practical realization of robust model predictive control for finite and infinite prediction horizon which ensures a parameter dependent quadratic stability and guaranteed cost for linear polytopic uncertain systems. The model predictive controller design procedure based on BMI and LMI is reduced to off-line output feedback gain calculation. A numerical examples and an application to a real process is given to illustrate the effectiveness of the proposed method.
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1. Introduction

Model predictive control (MPC) is a modern controller which is widely used in industrial applications. The main idea of MPC is to predict the future behavior of the system over a finite receding horizon and to find the optimal value of the system input with respect to predictions and given constraints. There exist several different realizations of MPC. Extensive overview of MPC algorithms can be found in Maciejowski [2002], Rossiter [2003].

The drawbacks of the most common MPC algorithms are the off-line computational complexity and the feasibility problem which in the past limited the use of MPC to plants with a slow time response because it solves optimization problem in each sample time. Another drawback when the plant model is uncertain or unstable is the lack of guaranteed stability and robustness of the closed-loop system that can cause a poor performance of the system. Numerous design procedures were developed to guarantee robust stability. They are based on the infinite prediction or optimization horizon with the on-line LMI optimization [Kothare et al., 1996], the min-max optimization with a terminal constraint in an invariant set [Scokaert and Mayne, 1998, Lofberg, 2003], the off-line LMI optimization to calculate a sequence of output feedback laws and the on-line selection of the appropriate law [Ding et al., 2008] or the robust tube-based control design approach [Mayne et al., 2005]. The problems of the computational complexity and the robust stability are solved in the robust explicit MPC [Kerrigan and Maciejowski, 2004]. The dynamic output feedback robust model predictive controller for a system with both polytopic uncertainty and bounded disturbance is addressed in the paper [Ding, 2013]. This controller utilizes a main optimization problem to find the MPC control. An excellent survey of robust MPC design can be found in [Bemporad and Morari, 1999, Mayne et al., 2000, Rakovic, 2012]. Alternatively, in many implementations the MPC is applied without input and output constraints [Camacho and Bordons, 1999]. Then the algorithm reduces to linear feedback controller. But the design procedure still does not
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guarantee the stability or the robust stability and the closed-loop stability can be checked only by simulation. Recently the new MPC algorithm which guarantees the robustness of the closed-loop system have been presented in [Nguyen et al., 2013, Vesely and Rosinova, 2010, Vesely et al., 2010, Vozak and Vesely, 2014].

In this paper we pursue the ideas of [Vesely et al., 2010] where the robust MPC algorithm for finite prediction horizon has been designed on the base of the polytopic system quadratic stability and the input constraints, but the implementation problem in the real plants has been left out. For infinite prediction horizon we follow up the ideas of [Kothare et al., 1996] and the new MPC design procedure has been obtained. Hard input constraints can introduce to MPC using the approach [Vesely and Ilka, 2015]. However, the quadratic stability generally provides quite conservative results. To find a less conservative approach in this paper the parameter dependent quadratic stability (PDQS) [de Oliveira et al., 1999, Peaucelle et al., 2000] is used. The controller feedback gains calculation is formulated in the form of bilinear matrix inequalities (BMI). Because currently available BMI solvers do not allow to work with high order systems the problem of calculating an MPC output feedback gain needs to be transformed from BMI to LMI with a linearization approach. The designed controller solves the main drawbacks of the standard MPC because it guarantees the robust stability and requires only a simple on-line calculation based on the output feedback and the state estimation for a prediction model. The problem of MPC control algorithm design for the cases of finite and infinite prediction horizon using PDQS and its practical implementation is the main result of the paper.

The main principle of the controller design is described in the section 2. In the section 3 and 4 an MPC design procedure without constraints is derived. The last section contains a numerical example and a practical implementation to a real unstable magnetic levitation system with results from experiments. The following notational conventions will be adopted: The inequality $P > 0$ ($P < 0$ ) denotes the positive (negative) definiteness of the matrix, $I$ denotes the identity matrix with a corresponding dimension and the notation $y(k + h | k)$ is for simplicity reasons replaced by $y(k + h)$ and denotes a $h$ step ahead prediction of $y$ calculated in the sample time $k$.

2. Preliminaries and Problem Formulation

Let the polytopic linear discrete time system be described by

$$
\begin{align*}
\dot{x}(k+1) &= \tilde{A}(\xi)x(k) + \tilde{B}(\xi)u(k) \\
y(k) &= \tilde{C}x(k)
\end{align*}
$$

where $\tilde{x}(k) \in \mathbb{R}^n$, $u(k) \in \mathbb{R}^m$, $\tilde{y}(k) \in \mathbb{R}^l$ are state, control input and output variables of the system respectively. The matrices $\tilde{A}(\xi)$ and $\tilde{B}(\xi)$ belong to the convex set $S$, with $M$ vertices $S_1, \ldots, S_M$ that can be formally defined as:

$$
S : \left\{ \tilde{A}(\xi), \tilde{B}(\xi) : \left( \tilde{A}(\xi), \tilde{B}(\xi) \right) = \sum_{i=1}^{M} \xi_i \left( \tilde{A}_i, \tilde{B}_i \right) \right\}
$$

Matrices $\tilde{A}_i$, $\tilde{B}_i$ and $\tilde{C}$ are known with constant coefficients of corresponding dimensions. Let consider the following integrator to force disturbance rejection and to achieve set-point tracking

$$
z(k+1) = z(k) - \tilde{C}x(k) + w(k)
$$

where $w(k)$ is a desired set-point value. Adding the integrator (3) to (1) one obtains:

$$
\begin{align*}
x(k+1) &= A(\xi)x(k) + B(\xi)u(k) + B_w w(k) \\
y(k) &= Cx(k)
\end{align*}
$$

where
\[
x(k) = \begin{bmatrix} \tilde{x}(k) \\ z(k) \end{bmatrix}, \quad A(\xi) = \begin{bmatrix} A(\xi) & 0 \\ -\tilde{C} & I \end{bmatrix}, \quad B_w = \begin{bmatrix} 0 \\ I \end{bmatrix} \]
\[
C = \begin{bmatrix} \tilde{C} & 0 \\ 0 & I \end{bmatrix}, \quad B(\xi) = \begin{bmatrix} \tilde{B}(\xi) \\ 0 \end{bmatrix}, \quad y(k) = \begin{bmatrix} \tilde{y}(k) \\ z(k) \end{bmatrix}
\]

\(\tilde{y}(k)\) is a plant output for the proportional part of the controller and \(z(k)\) is a plant output for the integral part of the controller. Optionally, the derivative part of the controller can be added in the form of the first difference:

\[
y_d(k) = \tilde{y}(k-1) - \tilde{y}(k) = \tilde{C}x(k-1) - \tilde{C}x(k)
\]

Then the system (4) is augmented as follows:

\[
x(k) = \begin{bmatrix} \tilde{x}(k) \\ z(k) \end{bmatrix}, \quad A(\xi) = \begin{bmatrix} A(\xi) & 0 \\ -\tilde{C} & I \end{bmatrix}, \quad B_w = \begin{bmatrix} 0 \\ I \end{bmatrix}, \quad B(\xi) = \begin{bmatrix} \tilde{B}(\xi) \\ 0 \end{bmatrix}, \quad y(k) = \begin{bmatrix} \tilde{y}(k) \\ z(k) \end{bmatrix}
\]

(7)

The selection of the system (4) is based on (5) or (7) depending on the desired controller structure. Simultaneously with (4) we consider the nominal plant of the system in the form:

\[
x(k+1) = A_0x(k) + B_0u(k) + B_ww(k)
\]

\[
y(k) = Cx(k)
\]

where \(A_0 = \sum_{i=1}^{M} A_i \xi_{0i}\) and \(B_0 = \sum_{i=1}^{M} B_i \xi_{0i}\) for any values of \(\xi_{0i}\) which satisfy \(\sum_{i=1}^{M} \xi_{0i} = 1, \xi_{0i} \geq 0\).

2.1 Remarks

(1) If the MPC design is based on the quadratic stability, the rate of change of coefficients \(\xi_i\) may reach any value which satisfies (2).

(2) If the MPC design procedure is based on the parameter dependent quadratic stability, \(\xi_i\) are constant and unknown.

(3) In the references [Vesely et al., 2010, Nguyen et al., 2013, Vesely and Rosinová, 2010], for the model predictive control design procedure there are two main ideas presented. In the first [Vesely et al., 2010] \(\xi_{0i}, i=1,\ldots,M\) are known and constant. In the last two references coefficients \(\xi_{0i}\) (for the realization of the prediction model) are known but may be changed.

(4) For the next we assume that the system model (4) and the nominal model (8) satisfy to remark 2.

The nominal model (8) will be used for the construction of the prediction model and (4) is considered as a real plant description providing the plant output. Therefore, we assume that for time \(k\), output \(y(k)\) is obtained from the uncertain plant model (4), and predicted outputs for time \(k+1,\ldots,k+N_y\) will be obtained from the model prediction, when the nominal model (8) is used. The prediction is carried out over a finite output horizon \(N_y\) and a control horizon \(N_u\) (\(N_u \leq N_y\)). Note that we consider \(F_\xi = 0\) for \(i=N_u+1,\ldots,N_y\). Therefore for the next development we consider \(N_u = N_y\).

Consider that for finite prediction horizon the predictive control algorithm with output feedback is as follows:

\[
u(k+i) = \sum_{j=0}^{N_u} F_\xi (\tilde{y}(k+j) - w(k+j)) + \sum_{j=0}^{N_y} F_\xi y(k+j) - \tilde{F}_\xi w(k+j)
\]

\(i=0,1,\ldots,N_y\)

where \(F_\xi = [\tilde{F}_\xi, E_\xi]\), \(\tilde{F}_\xi \in \mathbb{R}^{m_x}, E_\xi \in \mathbb{R}^{m_x}\) are proportional and integral controller gain matrices, respectively.

States and outputs of the system for time instant \(k\) are obtained from real system measurements:

\[
x(k+1) = A(\xi)x(k) + B(\xi)u(k) + B_ww(k)
\]

\[
y(k) = Cx(k)
\]

for time instants \(k+h, \ h=1,\ldots,N_y\) the nominal model is used:

- \(h=1\)
x(k + 2) = A_0 x(k + 1) + B_0 u(k + 1) + B_w w(k + 1) \\
= A_0 A(\xi)x(k) + A_0 B(\xi)u(k) + B_0 u(k + 1) + A_0 B_w w(k) + B_w w(k + 1)

y(k + 1) = C x(k + 1)

\[
\begin{align*}
&\vdots \\
&h
\end{align*}
\]

x(k + h + 1) = A^h_0 A(\xi)x(k) + \sum_{i=1}^{h-i} A_0 B_0 w(k + i) + A_0 B(\xi)u(k) + \sum_{i=0}^{h-i} A_0 B_w w(k + i)

y(k + h) = C x(k + h)

For \( h = 1, \ldots, N_y \) in the matrix form one obtains:

\[
\begin{align*}
x_f(k + 1) &= A_f x_f(k) + B_f y(k) + B_{wf} w_f(k) \\
y_f(k) &= C_f x_f(k)
\end{align*}
\]

where

\[
\begin{align*}
x_f(k) &= \begin{bmatrix} x(k) \\ \vdots \\ x(k + N_y) \end{bmatrix}, \\
w_f(k) &= \begin{bmatrix} w(k) \\ \vdots \\ w(k + N_y) \end{bmatrix}, \\
v(k) &= \begin{bmatrix} u(k) \\ \vdots \\ u(k + N_y) \end{bmatrix}, \\
y_f(k) &= \begin{bmatrix} y(k) \\ \vdots \\ y(k + N_y) \end{bmatrix}
\end{align*}
\]

\[
A_f = \begin{bmatrix} A(\xi) \\ A_0 A(\xi) \\ \vdots \\ A_{N_y}^0 A(\xi) \end{bmatrix}, \\
P_f = \begin{bmatrix} C & 0 & \ldots & 0 \\ 0 & C & \ldots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \ldots & C \end{bmatrix}
\]

\[
B_f = \begin{bmatrix} B(\xi) \\ A_0 B(\xi) \\ \vdots \\ A_{N_y}^0 B(\xi) \end{bmatrix}, \\
P_{bf} = \begin{bmatrix} B_w & 0 & \ldots & 0 \\ 0 & B_w & \ldots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \ldots & B_w \end{bmatrix}
\]

Matrices (14) in the system with prediction (12) are used only for calculation of robust controller gains (matrix \( A_f \) is augmented with zeros to square matrix). In the practical implementation with respect to remark 4 matrices \( A(\xi) \) and \( B(\xi) \) are replaced with \( A_0 \) and \( B_0 \) when \( \xi_{10} \) is constant. Then for the model prediction we obtain matrices \( A_{fp} \) and \( B_{fp} \) in the form:

\[
A_{fp} = \begin{bmatrix} A(\xi_0) \\ A_0^2 \\ \vdots \\ A_{N_y}^0 \end{bmatrix}, \\
B_{fp} = \begin{bmatrix} B(\xi_0) \\ B_0 \end{bmatrix}
\]

If \( \xi_{10} \) is known and time varying value then all matrices \( A_0 \) and \( B_0 \) in (8) should be recalculated in every sample time.

Control algorithm (9) can be rewritten to matrix form:

\[
v(k) = F y_f(k) - F w_f(k)
\]

\[
F = \begin{bmatrix} F_{00} & F_{01} & \ldots & F_{0N_y} \\ F_{10} & F_{11} & \ldots & F_{1N_y} \\ \vdots & \vdots & \ddots & \vdots \\ F_{N_y0} & F_{N_y1} & \ldots & F_{N_yN_y} \end{bmatrix}
\]

Matrices \( F_i, i, j = 0, 1, \ldots, N_y \) are output feedback gains with constant entries to be determined by minimizing the cost function as follows:

\[
J = \sum_{k=0}^{N} \tilde{J}(k)
\]

\[
\tilde{J}(k) = \sum_{j=0}^{N_y} x^T(x(k + j) + \sum_{j=0}^{N_y} u^T(k + j) r_j u(k + j))
\]

\[
= x_f^T(k) Q x_f(k) + v_f^T(k) R v(k)
\]

\( q_j \in R_{m_n}, r_j \in R_{m_m}, Q \) and \( R \) are positive definite matrices.
The following lemmas will be used in the next development.

**Lemma 1.** Suppose there exists a Lyapunov function \( V(x_f(k), \xi) \) such that for the first difference of a Lyapunov function
\[
\Delta V(x_f(k), \xi) = V(x_f(k+1), \xi) - V(x_f(k), \xi)
\]
with respect to (12) and control algorithm (9) the following inequality holds
\[
\Delta V(x_f(k), \xi) < 0
\]
then the closed-loop system is robustly stable.

**Lemma 2.** Consider the system (4), if there exists a control law (9) and a Lyapunov function
\[
V(x_f(k), \xi) = x_f^T(k)P(\xi)x_f(k)
\]
such that the closed-loop system is robustly stable and for the first difference of a Lyapunov function on the closed-loop system solution holds:
\[
\Delta V(x_f(k), \xi) + \dot{J}(k) \leq 0
\]
then the control law (9) is said to be the guaranteed cost control law with \( J^* \).

**Proof:** Summing (20) from \( k = k_0 \) to \( k \to \infty \) the upper bound on \( J \) is obtained
\[
J \leq V(x_f(k_0), \xi) = J^*
\]

### 3. MPC Design Procedure

The design procedure is given as follows:
\[
\min_{\mathbf{F}} J
\]
with constraints:

1. System model (12) with given \( N_y \) and \( N_u \).
2. Robust stability constraint and performance (20).

Note that in the above design procedure the optimisation results are the gain matrices \( \mathbf{F}_i \), \( i, j = 0, 1, \ldots, N_y \) which can be calculated off-line using the above design procedure which reduces to the standard robust controller design procedure. From [Peaucelle et al., 2000] the following lemma is obtained:

**Lemma 3.** Assume that the uncertain system with control algorithm is given by (12) and (15). The closed-loop system is parameter dependent quadratic stable if there exists a parameter dependent Lyapunov matrix \( \mathbf{P}(\xi) = \sum_{i=0}^M \mathbf{P}_i(\xi) > 0 \), auxiliary matrices \( \mathbf{H} \) and \( \mathbf{G} \) such that the following inequality holds:
\[
\begin{bmatrix}
\mathbf{U}_i \\
\mathbf{-H} + \mathbf{A}_{\xi}^T \mathbf{G} \\
\mathbf{-H}^T + \mathbf{G}^T \mathbf{A}_{\xi}^T - \mathbf{P} - (G + G^T)
\end{bmatrix} < 0
\]
\[
\mathbf{U}_i = -\mathbf{P}_i + \mathbf{A}_{\xi}^T \mathbf{H}^T + \mathbf{H} \mathbf{A}_{\xi}^T + \mathbf{Q} + \mathbf{C}_f^T \mathbf{F}^T \mathbf{RF} \mathbf{C}_f^T
\]
\[
\mathbf{A}_{\xi} = \mathbf{A}_{\xi} + \mathbf{B}_\xi \mathbf{F} \mathbf{C}_f, \quad i = 1, 2, \ldots, M
\]

Because of BMI the following approach transforms above inequality to LMI. On the base of [Vesely et al. 2011] the two step LMI design procedure is obtained:

1. Solve the following matrix equations:
\[
\begin{bmatrix}
\mathbf{-P}_i + \mathbf{Q} + \mathbf{C}_f^T \mathbf{F}^T \mathbf{RF} \mathbf{C}_f \\
\mathbf{A}_{\xi}^T \mathbf{P}_i - \mathbf{P}_i \\
\mathbf{A}_{\xi}^T \mathbf{H}^T + \mathbf{H} \mathbf{A}_{\xi}^T + \mathbf{Q} + \mathbf{C}_f^T \mathbf{F}^T \mathbf{RF} \mathbf{C}_f
\end{bmatrix} < 0
\]

where \( \mathbf{Q} \) and \( \mathbf{R} \) are weighting matrices in the cost function (17). Positive definite matrices \( \mathbf{P}_i \) and \( \mathbf{H} \), \( \mathbf{G} \) represent unknown variables. Equations (24) are BMI. In order to transform (24) to linear matrix inequalities at first a Shur complement is used:

\[
\begin{bmatrix}
\mathbf{-P}_i + \mathbf{Q} + \mathbf{C}_f^T \mathbf{F}^T \mathbf{A}_{\xi} \mathbf{P}_i - \mathbf{P}_i \\
\mathbf{A}_{\xi}^T \mathbf{P}_i - \mathbf{P}_i \\
\mathbf{A}_{\xi}^T \mathbf{H}^T + \mathbf{H} \mathbf{A}_{\xi}^T + \mathbf{Q} + \mathbf{C}_f^T \mathbf{F}^T \mathbf{RF} \mathbf{C}_f < 0
\end{bmatrix}
\]

Then a linearisation approach described in [Han and Skelton, 2003] transforms nonlinear diagonal terms to LMI by finding its upper bounds. Where for a given matrix \( \mathbf{W} \) the linearisation is:
\[
\begin{bmatrix}
\mathbf{-P}_i + \mathbf{Q} + \mathbf{C}_f^T \mathbf{F}^T \mathbf{A}_{\xi} \mathbf{P}_i - \mathbf{P}_i \\
\mathbf{A}_{\xi}^T \mathbf{P}_i - \mathbf{P}_i \\
\mathbf{A}_{\xi}^T \mathbf{H}^T + \mathbf{H} \mathbf{A}_{\xi}^T + \mathbf{Q} + \mathbf{C}_f^T \mathbf{F}^T \mathbf{RF} \mathbf{C}_f < 0
\end{bmatrix}
\]

Then a linearisation approach described in [Han and Skelton, 2003] transforms nonlinear diagonal terms to LMI by finding its upper bounds. Where for a given matrix \( \mathbf{W} \) the linearisation is:
\[
\text{lin}(\mathbf{X}^{-1}, \mathbf{X}_k) = \mathbf{X}_k^{-1} - \mathbf{X}_k^{-1}(\mathbf{X} - \mathbf{X}_k)\mathbf{X}_k^{-1}
\]

(25)
This linearisation approach requires several iterations to find a solution. At first an initial value for $X_k$ is selected. In the next iteration $X_k$ is equal to the calculated value of $X$ from the previous iteration.

(2) Check the robust stability. The LMI condition of parameter dependent quadratic stability [Peaucelle et al., 2000] is (23).

(3) If the solution is not feasible increase the eigenvalues of matrix $Q$ and goto step 1. In the step 2 the original matrix $Q$ is used.

For the next development assume that the gain matrices $F_{ij}$ are calculated off-line. The main problem is modeling and practical implementation of control algorithm (9) on the base of plant measurable output vectors $y(k)$ and states $x(k)$.

Note that designed gain matrices $F_{ij}$ guarantee closed-loop stability, robustness and ensure guaranteed cost.

4. Practical Implementation of MPC

In this section we construct for a given $N_y$ and $N_u$ the final control algorithm for the case of robustly stable predictive control without input and output constraints.

Multiplying (10) from the left side by $C_f$ and substituting (15) to (10)

$$y_f(k) = C_f A_f x(k) + C_f B_f F y_f(k) - C_f B_f \bar{F} w_f(k) + C_f B_{wf} w_f(k)$$

Let matrix $C_f B_f F$ be partitioned as follows:

$$C_f B_f F = \begin{bmatrix} M_1 & M_2 \end{bmatrix}$$

where $M_1$ is the first block column of matrix $C_f B_f F$.

$$M_1 = \begin{bmatrix} CB_0 F_{00} \\ CA_0 B_0 F_{00} \\ \vdots \\ CA_0 B_0 F_{00} \end{bmatrix}$$

and $M_2$ is the other part of matrix $C_f B_f F$. From (28) and (27) one obtains:

$$C_f B_f F y_f(k) = M_1 y(k) + \begin{bmatrix} M_2 & 0 \end{bmatrix} y_f(k + 1)$$

$$= M_1 y(k) + M_2 y_f(k + 1)$$

Using (30) and (27):

$$[I - M_2] y_f(k + 1) = C_f A_f x(k) + M_1 y(k) - C_f \left( B_f \bar{F} - B_{wf} \right) w_f(k)$$

From (9) rewrite the control algorithm:

$$u(k) = F_{00} y(k) + \begin{bmatrix} F_{01} & \ldots & F_{0N_y} & 0 \end{bmatrix} y_f(k + 1) - \begin{bmatrix} F_{00} & \ldots & F_{0N_y} \end{bmatrix} w_f(k)$$

Substituting (31) to (32) and after some manipulation:

$$u(k) = D_1 x(k) + \left( D_2 + \bar{F}_0 \right) w_f(k)$$

$$D_1 = \begin{bmatrix} F_{01} & \ldots & F_{0N_y} & 0 \end{bmatrix} [I - M_2]^{-1} C_f A_f$$

$$D_2 = \begin{bmatrix} F_{01} & \ldots & F_{0N_y} & 0 \end{bmatrix} [I - M_2]^{-1} M_1$$

$$D_3 = \begin{bmatrix} F_{01} & \ldots & F_{0N_y} & 0 \end{bmatrix} [I - M_2]^{-1} C_f (B_f \bar{F} - B_{wf})$$

Matrices $D_1$, $D_2$, $D_3$ for the case of $\xi_{i0} = const.$, $i=1,2,\ldots,M$ are constant too and calculated off-line but for the case when $\xi_{i0}$ changes, matrices $D_1$, $D_2$, $D_3$ should be recalculated in every sample time. Because gain matrices $F$ and $\bar{F}$ are constant and guarantee the closed-loop robust stability the calculation of $D$ matrices is straightforward.
5. Predictive Controller Design for Infinite Prediction Horizon

In the seminal paper [Kothare et al., 1996] infinite prediction horizon has been proposed for model predicted state feedback controller design. In this part of paper the new design procedure for MPC output feedback is presented. For infinite prediction horizon \( N_y \rightarrow \infty \), from (18) and (21) one obtains

\[
\tilde{J}(k) = \sum_{j=0}^{\infty} (x^T(k+j)q_j x(k+j)) + \\
u^T(k+j)\gamma u(k+j) \leq V(x(k), \xi) \tag{38}
\]

which gives the upper bound of cost function 18, [Kothare et al., 1996] when \( N_y \rightarrow \infty \) and

\[
V(x(k), \xi) = x^T(k)X(\xi)x(k)X(\xi) = \sum_{i=1}^{M} X_i \xi_i > 0 \tag{39}
\]

For the infinite prediction horizon the predicted control design procedure (22) could be changed as follows

\[
\min_{\gamma} x^T(k)\gamma I x(k) \tag{40}
\]

with constraints

- System model (4)
- Stability and robust stability constraints (38)

\[
\Delta V(x(k), \xi) + \alpha V(x(k), \xi) \leq 0 \tag{41}
\]

where the coefficient \( 0 \leq \alpha < 1 \) to influence on the closed-loop system performance has been introduced, and

\[
x^T(k)X(\xi)x(k) \leq x^T(k)\gamma I x(k) \tag{42}
\]

For the case of \( N_y \rightarrow \infty \) the predicted output feedback control algorithm reduces to

\[
u(k) = KCx(k) \tag{43}
\]

where \( K \) is output feedback gain matrix, and the closed loop system

\[
A_\infty(\xi) = A(\xi) + B(\xi)KC \tag{44}
\]

Equation (42) imply that for \( x(k) \neq 0 \) the following inequality holds

\[
X(\xi) \leq \gamma I \tag{45}
\]

or LMI solution

\[
\min_{\gamma} \begin{bmatrix} \gamma I \\ X_j \end{bmatrix} \preceq 0 \quad j = 1,2,\ldots M \tag{46}
\]

Note, that in [Kothare et al., 1996] original version the inequality (46) is in the form

\[
\min_{\gamma} \begin{bmatrix} \gamma \hfill X_j \end{bmatrix} \preceq 0 \quad j = 1,2,\ldots M \tag{47}
\]

For practical realization at each sampling time one need to know the value of state variable \( x(k) \) and then the output feedback gain matrix \( K \) could be calculated using (47). For in the paper proposed case using the slightly modified inequalities (23) and (24) (only reduces the size) with (41) and (46) one obtain the inequalities to robust predicted controller design for infinite prediction horizon. The obtained model predicted controller for infinite prediction horizon practical implementation is straightforward.

6. Experimental Results

In order to prove applicability of the MPC algorithm two examples are presented. The first is a simulation of randomly generated system. In the second example the algorithm was implemented to control an unstable magnetic levitation system.

6.1 Random System

The system model is generated as a random discrete time model in the affine form:

\[
\tilde{A}(q) = \tilde{A}_{q0} + q_1\tilde{A}_{q1} + q_2\tilde{A}_{q2} \\
\tilde{B}(q) = \tilde{B}_{q0} + q_1\tilde{B}_{q1} + q_2\tilde{B}_{q2} \tag{48}
\]

where \( q_1,q_2 \in (-1,1) \).

\[
\tilde{A}_{q0} = \begin{bmatrix} 0.7060 \\ 0.0318 \end{bmatrix}, \tilde{A}_{q1} = \begin{bmatrix} 0.1265 \\ 0.0195 \end{bmatrix}, \tilde{A}_{q2} = \begin{bmatrix} 0.0656 \\ 0.0036 \end{bmatrix} \tag{49}
\]

\[
\tilde{B}_{q0} = \begin{bmatrix} 0.2769 \\ 0.0462 \end{bmatrix}, \tilde{B}_{q1} = \begin{bmatrix} 0.0557 \\ 0.1094 \end{bmatrix}, \tilde{B}_{q2} = \begin{bmatrix} 0.0849 \\ 0.0934 \end{bmatrix} \tag{50}
\]

From (48) four vertices of polytopic model (1) are
Robust Model Predictive Controller Design: Finite and Infinite Horizon

obtained:

\[
\begin{align*}
\tilde{A}_1 &= \tilde{A}_{q0} + \tilde{A}_{q1} + \tilde{A}_{q2}, \\
\tilde{A}_2 &= \tilde{A}_{q0} - \tilde{A}_{q1} + \tilde{A}_{q2}, \\
\tilde{A}_3 &= \tilde{A}_{q0} + \tilde{A}_{q1} - \tilde{A}_{q2}, \\
\tilde{A}_4 &= \tilde{A}_{q0} - \tilde{A}_{q1} - \tilde{A}_{q2}, \\
\tilde{B}_1 &= \tilde{B}_{q0} + \tilde{B}_{q1} + \tilde{B}_{q2}, \\
\tilde{B}_2 &= \tilde{B}_{q0} - \tilde{B}_{q1} + \tilde{B}_{q2}, \\
\tilde{B}_3 &= \tilde{B}_{q0} + \tilde{B}_{q1} - \tilde{B}_{q2}, \\
\tilde{B}_4 &= \tilde{B}_{q0} - \tilde{B}_{q1} - \tilde{B}_{q2}.
\end{align*}
\] (51)

Calculated output feedback matrix \( F \) with \( Q = I, \)
\( R = I, \) \( N_y = N_u = 7 \) and system model structure (5) is:

\[
F = \begin{bmatrix}
-0.5525 & 0.3945 & -0.0141 & 0.0120 & -0.0057 \\
-0.6459 & 0.7151 & 0.0147 & 0.0070 & 0.0064 \\
-0.2396 & 0.2647 & 0.0024 & -0.0074 & 0.0011 \\
-0.1947 & 0.2148 & 0.0006 & -0.0104 & 0.0004 \\
-0.1964 & 0.2164 & 0.0004 & -0.0106 & 0.0003 \\
-0.2069 & 0.2279 & 0.0006 & -0.0101 & 0.0004 \\
-0.2076 & 0.2279 & 0.0005 & -0.0102 & 0.0003 \\
-0.0580 & 0.0589 & -0.0016 & -0.0051 & -0.0006
\end{bmatrix}
\]

Matrix \( F \) is a proportional gain of the controller defined in (9). Then matrices (34)-(37) are:

\[
\begin{align*}
D_1 &= \begin{bmatrix}
-0.0181 \\
0.2942
\end{bmatrix} \\
D_2 &= \begin{bmatrix}
0.0558 \\
-0.0227
\end{bmatrix} \\
D_3 &= \begin{bmatrix}
0.0558 \\
-0.0227
\end{bmatrix} \\
F_{00} &= \begin{bmatrix}
-0.5525 \\
-0.5525
\end{bmatrix} \\
F_{01} &= \begin{bmatrix}
-0.0141 \\
-0.0141
\end{bmatrix} \\
F_{02} &= \begin{bmatrix}
-0.0057 \\
-0.0057
\end{bmatrix} \\
F_{03} &= \begin{bmatrix}
-0.0009 \\
-0.0009
\end{bmatrix} \\
F_{04} &= \begin{bmatrix}
0.0025 \\
0.0025
\end{bmatrix} \\
F_{05} &= \begin{bmatrix}
0.0007 \\
0.0007
\end{bmatrix} \\
F_{06} &= \begin{bmatrix}
0.0025 \\
0.0025
\end{bmatrix} \\
F_{07} &= \begin{bmatrix}
0.0007 \\
0.0007
\end{bmatrix} \\
F_{08} &= \begin{bmatrix}
0.0025 \\
0.0025
\end{bmatrix}
\end{align*}
\] (52)

Simulated system output and input is in Fig. 1.

6.2 Magnetic Levitation

The main principle of magnetic levitation model CE152 made by HUMUSOFT [HUMUSOFT, 1996] is to control the position of a steel ball between a coil and an induction sensor. The process was identified in three working points \( (y = 0.3, 0.5, 0.75[mu]) \) and a discrete-time polytopic model in the state-space with the sampling period \( T_s = 0.001 \) was created:

\[
\begin{align*}
\tilde{A}_1 &= \begin{bmatrix}
2.006 & 1 \\
-1.003 & 0
\end{bmatrix}, \\
\tilde{B}_1 &= \begin{bmatrix}
0.00341 \\
0.00341
\end{bmatrix} \\
\tilde{A}_2 &= \begin{bmatrix}
2.009 & 1 \\
-1.005 & 0
\end{bmatrix}, \\
\tilde{B}_2 &= \begin{bmatrix}
0.00521 \\
0.00521
\end{bmatrix} \\
\tilde{A}_3 &= \begin{bmatrix}
2.01 & 1 \\
-0.995 & 0
\end{bmatrix}, \\
\tilde{B}_3 &= \begin{bmatrix}
0.00508 \\
0.00508
\end{bmatrix}
\end{align*}
\] (53)

In order to find \( F \) which is suitable for the application on real processes with respect to noise suppression and maximal values of manipulated variables it is possible to use additional constraints on \( F \). Additional constraints easy to implemented using BMI or LMI solution. One of the possibilities is to constraint elements of \( F = \{f_y\} \):

1. \( c_{1\text{min}} \leq f_y \leq c_{1\text{max}} \) for \( j = 1,4,7,\ldots, \forall i \) (proportional part of the controller)
2. \( c_{2\text{min}} \leq f_y \leq c_{2\text{max}} \) for \( j = 2,5,8,\ldots, \forall i \) (integral part of the controller)
3. \( c_{3\text{min}} \leq f_y \leq c_{3\text{max}} \) for \( j = 3,6,9,\ldots, \forall i \) (derivative part of the controller)

In order to find \( F \) calculated with \( Q = 1, R = 85000, N_y = N_u = 3 \), and constraints \( c_{1\text{max}} = -c_{1\text{min}} = 5 \), \( c_{2\text{max}} = -c_{2\text{min}} = 5 \) and \( c_{3\text{max}} = -c_{3\text{min}} = 0.03 \) is:
$$L = \begin{bmatrix} 1.8542 \\ -0.9635 \end{bmatrix}$$

System output and input measured on real process experiments are in figures 2 and 3. The figures show that

- the system is robustly stable in all working points,
- the output has zero steady state error.

7. Conclusion

In the paper, new predictive control algorithms for the cases of finite and infinite prediction horizon guarantees the robust stability of the closed-loop system and the guaranteed cost control are presented. Due to off-line calculation of output feedback gain matrices its practical implementation is straightforward and with only simple on-line calculations required. In the case without input and output constraints it obviously reduces to linear feedback controller with constant gain matrices. For this approach a control algorithm was derived and practically implemented to control unstable magnetic levitation system. Obtained results prove good performance of the closed-loop system with MPC.
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