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Abstract: According to the Energy Information Administration, average retail gasoline prices tend to 
typically be higher in certain states than in others. Aside from taxes, the factors shown to contribute to regional 
and even local differences in gasoline prices include proximity of supply, supply disruptions, competition in the 
local market and environmental programs. Of interest in this paper is proximity of supply. It has been 
hypothesized that areas farthest from the Gulf Coast (the source of nearly half of the gasoline produced in the 
United States and, thus, a major supplier to the rest of the country) tend to have higher prices. To test this 
hypothesis, the paper assembles state level monthly retail gasoline data for the period 1983 to 2007 for five states 
with oil refineries (Alabama, Georgia, Texas, Mississippi and Louisiana) and five states without refineries 
(Arkansas, Tennessee, North Carolina, South Carolina and Florida). The analysis employs dynamic correlation, 
regression, cointegration and vector autoregressive methods. Overall, the results show that retail gas prices in 
states with refineries and those without refineries tend to move in the same direction over time. The small 
differences observed over time may suggest that price shocks take a short time to be felt nationwide. 

Key words: oil refinery; prices; time series analysis; trend analysis 

1. Introduction 

What can be termed the most far reaching macroeconomic variable in the world today is undoubtedly the 
effect of high crude oil prices (Mork, 1994; Pirog, 2005; Pirog, 2004; Rogoff, 2006; Stevens, 2004; Williams, 
2008). As expected, high crude oil prices have led to a rapid rise in retail gasoline prices throughout the world, in 
general and in the United States in particular. Given the importance of gasoline for the United States economy, it 
is essential to understand the market for gasoline and the factors that influence the prices that consumers pay 
(GAO, 2007). At the national level, the literature points to factors such as the price of crude oil, increasing 
demand for gasoline, refinery capacity in the United States that has not expanded at the same pace as the demand 
for gasoline, a declining trend in gasoline inventories, and regulatory factors, such as national air quality 
standards—that have induced some states to switch to special gasoline blends (GAO, 2007) as the major 
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determinant of gasoline prices. 
There are additional factors at the regional or local levels (such as local taxes, proximity of supply or 

transportation cost, supply disruptions and competition in the local market) that contribute to regional and even 
local differences in gasoline prices. Of interest in this paper is proximity of supply and/or transportation cost. For 
instance, EIA data shows that areas farthest from the Gulf Coast (the source of nearly half of the gasoline 
produced in the United States and, thus, a major supplier to the rest of the country) tend to have higher prices (EIA, 
2006). To test this hypothesis, the paper assembles state level monthly retail gasoline data for the period 1983 to 
2007 for five states with oil refineries (Alabama, Georgia, Texas, Mississippi and Louisiana) and five states 
without refineries (Arkansas, Tennessee, North Carolina, South Carolina and Florida). Ideally, one would expect 
retail price of gasoline in states with oil refineries to be stable over time because of proximity to supply. This 
proximity issue would rule out the high transportation costs which would normally impact retail gasoline prices. 

The analysis therefore proceeds to examine the relationships between prices in selected southern states with 
and without oil refineries. The rest of the paper is organized into four additional sections. Section 2 presents and 
discusses the trends in gasoline retail price trends followed by the methodological approach in section 3. The 
discussion of the results is presented in section 4 followed by the conclusions in the last section. 

2. Data 

Monthly data for gasoline prices (in nominal U.S. dollar per barrel) were gathered from the U.S. Department 
of Energy’s Energy Information Administration. All monthly price series are found on the Energy Information 
Administration’s website under the Petroleum Prices section (EIA, 2008). The data represents ten southern US 
States (Alabama, Louisiana, Texas, Mississippi, Georgia, Florida, North and South Carolina, Arkansas and 
Tennessee). Table 1 presents the descriptive statistics and the characteristics of the respective series, while the 
evolutions of the series are presented in Fig. 1 and Fig. 2. Table 1 shows all price indices have asymmetric 
distribution as the skewness coefficients are different from zero. The kurtoses of all series are greater than zero 
indicating that the tails of their distribution are fatter than the normal distribution. The sample variance suggests 
that South Carolina gasoline prices are the most volatile among non-oil refinery states, and Alabama and Georgia 
prices are the most volatile among states with oil refineries. 
 

Table 1  Descriptive statistics and characteristics of the price series 

 Min. Max. Mean S.D. Variance Skewness Kurtosis 
Group I: 
States with refineries      

Alabama 56.40 258.40 99.99 43.84 1,995.19 2.08 6.66 
Georgia 50.90 259.20 98.10 45.69 2,166.40 2.05 6.54 
Louisiana 52.80 258.40 98.98 44.78 2,081.35 2.07 6.65 
Mississippi 56.80 258.20 100.63 44.14 2,022.13 2.02 6.42 
Texas 51.50 258.60 98.25 44.55 2,056.59 2.08 6.77 

Group II: 
States without refineries      

Tennessee 51.60 256.50 97.79 44.64 2,067.40 2.05 6.59 
Arkansas 50.00 259.50 96.75 44.32 2,039.82 2.05 6.66 
Florida 54.10 262.60 100.98 44.66 2,072.51 2.03 6.47 
N. Carolina 52.20 254.60 97.84 44.28 2,034.28 2.05 6.57 
S. Carolina 49.80 257.60 97.60 45.15 2,114.42 2.02 6.46 
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As noted, Fig. 1 and Fig. 2 display the evolution of the price series. More specifically, the figures show the 
annual spot price of gasoline in the respective states, measured in U.S. dollars. The series show the dynamic 
behavior of retail gasoline prices for both states with and with no oil refineries. Particularly, a downward trend is 
observed from the middle of 1983 to 1984 after which a short lived spike occurred followed by a drastic nose dive 
in 1986. Overall, there is prolonged instability in the series with ups and downs depict until 1999 when a sharp 
rise took place. This was the beginning of an era of erratic ups and downs leading to a prolonged rise observed in 
the past few years. 
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Fig. 1  Gasoline retail prices (Group I: States with refineries) 
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Fig. 2  Gasoline retail prices (Group II: States without refineries) 

3. Methodology 

Various economists have attempted to empirically analyze the behavior of oil prices using different 
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econometric techniques. Earlier studies, such as Weiner (1991) adopt correlation analysis and switching regression 
technique to test whether the oil market is unified or regionalized while Gülen (1997) reexamines Weiner’s 
hypothesis using cointegration analysis. Labys (2000) and Kyrtsou and Labys (2005) employ Chaotic tests of the 
relation between oil prices and inflation. Dibooglu and Aleisa (2004) investigate the sources of macroeconomic 
fluctuations in Saudi Arabia using Structural Vector Autoregression method. Most recently, Fattouh (2008) model 
crude oil price differentials as a two-regime threshold autoregressive process using Caner and Hansen’s (2001) 
method. These studies provide insights in the best methods to analyze gasoline prices. In the present context, we 
employ two tests: (1) Dynamic correlation analysis to study the short-run responses; and (2) Cointegration 
analysis to study the equilibrium relationship between the different price series. A brief discussion on each of 
these techniques follows. 

3.1 Dynamic correlation analysis 
The computation of simple correlation coefficients within different sub-periods of a total sample period can 

be employed to study the dynamics of the linkages between variables separated by space (Weiner, 1991). However, 
since correlation analysis is static rather than dynamic, it is also important to examine cross-correlations with a lag 
structure between the variables of interest (Bukenya & Labys, 2005). To accomplish this, simple correlation 
coefficients ( 2

ir ) within different sub-periods of the total sample are calculated. Following Bukenya and Labys 
(2005), the estimated 2

ir coefficients are then used to estimate the dynamic correlation indexes, ijC  and iTC  as: 
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where i = 1, 2, …, 5; j = 1; T = 1, 2, …, 24; and C11 is the Cij for the first sub-period. Here, i represent a state; j 
represents a commodity (gasoline) and T represents sub-periods in each case. In the above equations, a coefficient 
of C equal to 1 would be interpreted as a perfect transmission of price shock, while a coefficient of 0 would 
represent a short-run invariance to changes in price elsewhere. Since the short-run effect is in principle 
unrestricted, a value of iTC  greater than unity, for example, would suggest an over-reaction to changes in price in 
the current period. 

3.2 Cointegration analysis 
A growing body of empirical literature has used cointegration techniques in measuring equilibrium 

relationships between variables. Previous applications to commodity prices include Bukenya and Labys (2005), 
Asche, et al (1999), Gülen (1996), Bernard and Durlauf (1995), Alexander and Wyeth (1994), Zanias (1993) and 
Goodwin (1992). Since only non-stationary series can be subject to cointegration analysis, the first step is to 
confirm that the variables are nonstationary and integrated of the same order. To this end, several different tests 
are available. In the present context, the authors employ the Dickey-Fuller and Augmented Dickey-Fuller tests 
using the following regression: 

∑
=

−− +++=
k
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The lag length k is chosen to generate a white noise error term et. To determine whether yt is nonstationary, 
the null hypothesis of nonstationarity is evaluated by testing whether g = 0 against the alternative of stationarity 
g<0. Following stationarity tests, the authors proceed with cointegration tests using the Bernard and Darlauf (1995) 
method. Since this methodology has been extensively discussed in the literature, the authors only offer brief 
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descriptions. 
The Bernard and Durlauf (1995) approach defines long-run convergence between countries i and j if the 

long-term forecasts of the price variable for both countries are equal at a fixed time t: 
( ) 0ppElim tkt,jk1,ik

=− ++
∞→

ξ                                 (4) 

where tξ  stands for the information available at time t. This definition is satisfied if ktjki pp ++ − ,1,  is a mean 
zero stationary process. This implies that variables for countries i and j to converge, the two series must be 
cointegrated with cointegrating vector [1, -1]. In addition, if the variables are trend-stationary, then the definitions 
imply that the trends for each country must be the same. Recent empirical application of this approach to gasoline 
prices is Bentzen (2003) who estimates a cointegrating equation of the form: 

( ) ( ) ( ) ttt,i1t,ittt,i ppppp εΔμβαΔ +−+++=− −  of lags                   (5) 

Following Bentzen (2003), equation (5) is estimated where the test relies on a Dickey-Fuller type of test for a 
unit root in the difference of the (log) values of crude oil prices, with t indicating a time trend. In the presence of a 
unit root, gasoline price in states with refineries and the group average price for states with no refineries will be 
driven by separate stochastic trend and, hence, diverge over time. On the other hand, the absence of a unit root in 
equation (5) implies that the intercept term and the deterministic trend parameter may be insignificant and thus 
indicate long-run convergence. Finally, when the deterministic trend parameter differs significantly from zero, a 
catching-up process is likely to take place assuming that the initial values of gasoline prices differ in levels 
(Bentzen, 2003). 

4. Estimated results 

4.1 Dynamic correlation analysis 
The estimated dynamic correlation indexes ijC and iTC  are reported in Table 2, with price series for states 

with oil refineries represented as Group I while price series for states with no oil refineries represented as Group II. 
Also, the graphical representations of the iTC  indexes are depicted in Fig. 3. As noted earlier, a coefficient of 1 in 
Table 2 represents a perfect transmission of price shocks, while a coefficient of 0 represents a short-run invariance 
to changes in prices elsewhere. Since the short-run effect is in principle unrestricted, iTC  greater than unity 
suggests an over-reaction to changes in prices in the current period. As shown in Fig. 3, the estimated iTC  
coefficients for all sub-periods are greater than unit, with the exception of January 1984 through December 1984 
sub-period for Group I and January 1988 through December 1988 sub-period for Group II series, implying an 
over-reaction to changes in gasoline prices in the current period. Thus, the general conclusion here is that 
proximity to supply as measured by the presence of oil refineries in a state is not a big factor in explaining 
differences in gasoline prices across the southern U.S. in the short-run since the series exhibit similar trends. 

4.2 Cointegration analysis 
To perform the cointegration analysis of the retail gas price variables, unit root tests are first conducted using 

the Augmented Dickey-Fuller method, hereafter ADF (Dickey & Fuller, 1979; Dickey & Fuller, 1981). Whether 
or not to include the linear trend in conducting unit root tests is still contentious. For instance, McCoskey and 
Selden (1998) indicated that the ADF regressions should not include any linear trend, because the intercept itself 
already acts as a trend and power is lost in the case of a limited sample. To the contrary, Hansen and King (1996) 
argued that the time trend is evident and must be included to apply the ADF test in its general form. In this paper, 
unit root tests are performed using equations that incorporate a constant with and without a trend. The 
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non-rejection of the null hypothesis for the unit root indicates that the series is characterized by a random walk 
representation (Dickey & Fuller, 1979; Davidson & MacKinnon, 1993). 

 

Table 2  Dynamic correlation index 

Period monthly 
Group I: States with oil refineries Group II: States without oil refineries 

Cit CiJ Cit CiJ 
January 1983: December 1983 0.886 1.000 0.889 1.000 
January 1984: December 1984 0.854 0.964 0.910 1.023 
January 1985: December 1985 0.923 1.042 0.974 1.096 
January 1986: December 1986 0.979 1.105 0.973 1.094 
January 1987: December 1987 0.941 1.062 0.954 1.073 
January 1988: December 1988 0.888 1.002 0.800 0.900 
January 1989: December 1989 0.949 1.072 0.954 1.073 
January 1990: December 1990 0.986 1.113 0.984 1.107 
January 1991: December 1991 0.898 1.014 0.915 1.029 
January 1992: December 1992 0.955 1.077 0.946 1.064 
January 1993: December 1993 0.957 1.080 0.971 1.092 
January 1994: December 1994 0.944 1.066 0.985 1.107 
January 1995: December 1995 0.973 1.098 0.991 1.115 
January 1996: December 1996 0.982 1.108 0.986 1.109 
January 1997: December 1997 0.929 1.048 0.977 1.098 
January 1998: December 1998 0.932 1.052 0.973 1.094 
January 1999: December 1999 0.993 1.120 0.997 1.121 
January 2000: December 2000 0.931 1.050 0.983 1.106 
January 2001: December 2001 0.982 1.109 0.993 1.117 
January 2002: December 2002 0.992 1.119 0.991 1.114 
January 2003: December 2003 0.980 1.106 0.983 1.105 
January 2004: December 2004 0.986 1.113 0.991 1.114 
January 2005: December 2005 0.989 1.117 0.996 1.120 
January 2006: December 2006 0.995 1.123 0.998 1.122 
January 2007: December 2007 0.996 1.124 0.996 1.121 
January 1983: December 2007 0.998 1.126 0.999 1.123 

 

 
Fig. 3  Dynamic correlation index ( iTc ) 
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The findings suggest that the null hypothesis of a random walk in the levels series, when a time trend is 
included, cannot be rejected in all series (see Table 3). Critical values at the 5 percent level of significance require 
t-statistics in excess of 3.54 in absolute value for rejection of the null hypothesis (Fuller, 1976, p. 373); here the 
estimated t-statistics are below 3.54 in absolute values. To the contrary, the null hypothesis of a random walk in 
the first differences is rejected for all series. That is, the ADF t-statistics on the first difference series with a trend 
for all commodities are all in excess of 5.0 in absolute value. These findings suggest that the first differences of all 
series are stationary. 

Turning to the no time-trend specification, the results for the level series are consistent with the earlier 
findings for the time trend specification (see Table 3). Under the no time-trend specification, an approximate 5 
percent critical value of -2.95 is used and the null hypothesis of a random walk in the levels series is not rejected 
since the test statistics are not greater than the critical values for all series. On the contrary, however, the null 
hypothesis of a random walk in the first difference series is rejected for all series. Similar to the trend specification, 
the first differences of each series under the no time-trend specification are stationary for all series. 

 

Table 3  Augmented Dickey Fuller (ADF) test results 

Series ADF (Trend) ADF (No trend) 
 Levels 1ST differences Levels 1ST differences 
Group I: 
States with oil refineries  

Alabama -1.01 -10.58* 1.21 -10.15** 
Georgia -1.19 -10.83* 1.05 -10.40** 
Louisiana -1.11 -10.61** 1.10 -10.14** 
Mississippi -1.10 -10.53** 1.16 -10.08** 
Texas -1.34 -10.57** 0.93 -10.20** 

Group II: 
States without oil refineries  

Arkansas -1.26 -10.97** 1.02 -10.52** 
Florida -1.03 -10.83** 1.21 -10.35** 
N. Carolina -1.11 -10.67** 1.12 -10.26** 
S. Carolina -1.15 -10.81** 1.11 -10.40** 
Tennessee -1.09 -10.65** 1.14 -10.22** 

Note: *(**) denotes rejection of the hypothesis at 5% (1%) significance level. 
 

On the basis of the above unit root tests, cointegration analysis is conducted to examine whether proximity to 
supply is a big factor in explaining the differences in gasoline prices across states. To answer this question, it is 
probably more appropriate to conduct cointegration test among the group average price for states with no 
refineries and individual states with oil refineries and vice versa. For that purpose, the authors use a procedure 
introduced by Benard and Durlauf (1995) and recently used by Bentzen (2003) which provides estimation of the 
relationship between the group average series for states with no refineries (Group II) and individual state series for 
states with oil refineries; and the group average series for states with refineries (Group I) and individual state 
series for states with no oil refineries. The results are reported in Table 4. 

First, among Group I states, the unit root hypothesis is rejected in all states; and the intercept terms are not 
statistically different from zero, indicating that differences in retail gasoline price between states with oil refineries 
and those with no refineries will likely vanish over time as the time trend is most likely zero. Similarly, the unit 
root hypothesis is rejected among Group II states, implying the presence of a long-run relationship between Group I 
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and Group II state price series. Thus, the general conclusion here is that proximity to supply as measured by the 
presence of oil refineries in a state is not a big factor in explaining differences in gasoline prices across the 
southern U.S. in the long-run. 

 

Table 4  Test statistics for convergenge (catching up) hypothesis 

 ADF test α̂ β̂ R2 D-W stat 

Group I: 
States with oil refineries 

Alabama -9.080888** 0.017908 0.097693 0.648776 1.973211 
  0.073133 0.058812   
Georgia -10.50745** 0.256779 0.095008 0.651101 1.981922 
  0.056198 0.059720   
Louisiana -10.27300** 0.118625 0.109912 0.725150 2.005072 
  0.027891 0.060073   
Mississippi -10.67749** 0.165247 0.093479 0.625969 1.993342 
  0.071951 0.058615   
Texas -8.768068** 0.015806 0.079783 0.475402 1.983310 
  0.002807 0.059708   

Group II: 
States without oil refineries 

North Carolina -10.37651** 0.099484 0.100718 0.689089 1.984178 
  0.040806 0.058501   
South Carolina -11.00411** 0.221352 0.098327 0.650016 2.009287 
  0.046445 0.059337   
Tennessee -10.72720** 0.166048 0.100264 0.682889 1.985718 
  0.005228 0.057585   
Florida -9.993391** 0.168978 0.094929 0.589667 1.984927 
  0.044475 0.060655   
Arkansas -11.92071** 0.314165 0.094468 0.640269 2.017237 
  0.125567 0.058485   

Note: (**) denotes rejection of the hypothesis at 1% significance level. 

5. Conclusion 

If proximity to oil supply is a big factor in explaining the differences in retail gasoline prices across states, 
there would not be a long-run equilibrium relationship between gasoline price series in states with no refineries 
and states with refineries. This hypothesis is tested among southern states with and without oil refineries over the 
period 1983 through 2007 using dynamic correlation analysis and cointegration analysis. Dynamic correlation 
results showed similar trends in states with and with no oil refineries in the short-run. Cointegration results found 
group average price series for states with no refineries to be moving together with individual price series for states 
with oil refineries in the long-run. Thus, the overall finding is evidence of a long-run equilibrium over the studied 
period, implying that proximity to supply as measured by the presence of an oil refinery in a state does not 
significantly explain the differences in gasoline prices across states in the southern U.S. over the studied period. 
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