Predicting Causes of Traffic Road Accidents Using Multi-class Support Vector Machines
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Abstract: Road traffic accidents have caused a myriad of problems for many countries, ranging from untimely loss of loved ones to disability and disruption of work. In many cases, when a road traffic accident occurs that results in the death of both drivers of the vehicles involved in the accident, there are some difficulties in identifying the cause of the accident and the driver who committed the accident. There is a need for methods to identify the cause of road traffic accidents in the absence of eyewitnesses or when there is a dispute between those who are involved in the accident. This paper attempts to predict the causes of road accidents based on real data collected from the police department in Dubai, United Arab Emirates. Data mining techniques were used to predict the causes of road accidents. Results obtained have shown that the model can predict the cause of road accidents with accuracy greater than 75%.
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1. Introduction

RTAs (road traffic accidents) are currently ranked ninth globally among the leading causes of disability-adjusted life years lost and the ranking is projected to rise to the third by 2020 [1]. A study conducted by Bener et al. [2] indicates that road traffic fatalities are second only to cardiovascular disease in the list of major causes of death. About 90% of the disability-adjusted life years lost worldwide due to road traffic injuries occur in developing countries. In recent years, high rates of serious RTAs have been reported in several Arabian Gulf countries, including the UAE (United Arab Emirates). UAE is a young, wealthy country with a number of vehicles on the road that is continuously increasing. The rate of RTAs is relatively high in the UAE and generally causes more serious trauma than other accidents, which is reflected in a high number of fatal and serious injuries.

RTA prediction is an essential problem in traffic safety control. It is acknowledged that the success of traffic safety and highway improvement programs hinges on the analysis of accurate and reliable traffic accident data. For the successful completion of traffic safety controls, robust computational methods for predicting RTA are seriously needed; therefore, the subject was intensively studied by researchers around the globe. RTAs that lead to the death of all on board the vehicles involved in the accident leave the traffic police without eyewitnesses to question in order to determine the cause of the accident. Even when an accident does not result in death, there might be disputes between those who are involved in the accident to know who is the victim and who is the offender. The police department might experience some difficulties in identifying the real offender. Methods are needed to predict the cause of the accident and the offender in RTAs. On the other hand, preventing accidents from happening is a major challenge. Computation and data mining methods are greatly needed to predict the possible causes of RTAs.

The main objective of this study is to design effective data mining methods to investigate and
predict the cause of RTAs in one of the Gulf countries; namely, UAE. Real data were obtained from the Dubai police department and were used for building a multi-class support vector machine for predicting the possible cause of TRAs. The remainder of the paper is organized as follows: Section 2 discusses the literature related to the prediction of number of RTAs and the forecasting of the cause thereof; Section 3 explains the methodology used; Section 4 discusses the experimental work and results; finally, Section 5 provides a conclusion of the work.

2. Related Works

Most of the literature related to RTAs is centered on the prediction of the number of road accidents; for example, Huilin and Yucai [3] used neural networks for the prediction of traffic accidents. Yisheng et al. [4] have investigated the use of the k-nearest neighbor method for identifying the more likely traffic conditions leading to traffic accidents, while considering the joint effects of accident precursors on traffic accident occurrences and controlling the geometry and environmental factors. For forecasting of RTA, Qing-wei et al. [5] used a method that combine SVR (support vector regression) and PSO (particle swarm optimization). The experimental results indicated that the proposed PSO-SVR method has better performance accuracy than back propagation neural network in traffic accident forecasting. Mathematical models have been used for the estimation of the number of RTAs. A novel composite grey back-propagation neural network model was proposed by Zhu [6] for the estimation of the number of RTAs. The proposed model showed an improvement in the forecasting accuracy of the number of RTAs.

With the availability of data in an electronic form, data mining techniques have been widely used in road traffic accident analyses. Classification and clustering techniques were used for the prediction of traffic incidents [7]. Spatial data mining for the analysis of traffic accidents is introduced in Ref. [8]. Recent study that addresses issues related to the use of data mining techniques for predicting the likelihood occurrence of road traffic accident on highways, the likely cause of the accident, and accident-prone locations can be found in Ref. [9].

The development of data mining models that predict the number and cause of RTAs has been studied extensively (see, for example, Refs. [3, 6, 7] for predicting the number of RTAs and Ref. [5] for predicting the cause of RTAs). However, most of the above-mentioned data-mining models suffer from low prediction accuracy of the prediction and, in most of the cases, it is due to a poor pre-processing step. New data mining methods are needed with the aim of improving the accuracy of predictions through the understanding of the fuzziness of the datasets, solid pre-processing (handling of missing entries, unbalance data issues, wrong entries, evaluating attributes related to RTAs, etc.) and usage of powerful machine learning techniques such as SVMs (support vector machines).

Research work studying and predicting the cause of RTAs in the Gulf region is quite limited. In Saudi Arabia, for instance, Ageli and Zaidan [10] used an autoregressive distributed lag ADRL model for the analysis of RTAs. Bener et al. [1] explored the pattern of RTAs and their causes in the state of Qatar. Bener and Crundal [2] have investigated data concerning RTAs and road user behavior in UAE. However, no published research work focuses on studying and addressing issues related to the prediction of either the number of RTAs or the cause of RTAs in the UAE.

Data pre-processing is an important step in data mining. The main purpose of data preprocessing is to improve the quality of the data, which leads to the improvement of the mining results. According to Han et al. [11], there are several data pre-processing techniques. Data cleaning can be applied to remove noise and correct inconsistencies in data. Data integration merges data from multiple sources into a
coherent data store such as a data warehouse. Data reduction can reduce data size by, for instance, aggregating, eliminating redundant features, or clustering. Finally, data transformation may be applied, where data are scaled to fall within a smaller range. Researchers have long recognized the importance of data pre-processing; for example, Kotsintis et al. [12] addressed issues of data pre-processing that can have significant impact on the generalization performance of machine learning algorithms. For improving the efficiency of data pre-processing, Chen and Liu [13] proposed an improved data cleaning method.

Missing values can be handled by either ignoring the record, using global constants to fill the missing value, using measures of central tendency for the attributes, or by using the most probable value to fill in the missing values [11]. Kumar and Kalia [14] used the average value to fill the missing values. For the handling of missing values, Higashijima et al. [15] proposed the use of a regression tree imputation method. The proposed method achieved high accuracy compared to the not-pre-processed and linear interpolation method. In this paper, several valid pre-processing methods are used to improve the quality of RTA data before the development of the multi-class SVM step.

3. Method

In this work, our solution will follow the typical data-mining framework, which consists of three main steps: preparing the data (pre-processing), mining patterns, and post-processing. These steps will be described in the following sections. Fig. 1 illustrates the main components of the method that we used in this research.

Fig. 1  The framework of predicting the cause of road traffic accident using multi-class SVMs.
3.1 Preparing and Preprocessing the Accident Data

3.1.1 Data Collection:
The data set used in this study is collected and retrieved from the Dubai Police Department, UAE. The traffic police department gathers and records the accident data using a traffic accident information system. The data consist of 7,048 entries and seven different attributes related to the drivers (age, nationality, and license) and the vehicles (type, year of make, etc.) involved in the accidents besides the location where the accidents took place.

The seven attributes used are locations (914 different locations), level of injury (four different types), gender (M/F), age (67 different ages), country the driver belongs to (31 different countries), vehicle type (nine different types) and year the vehicle is made (33 different years of made).

3.1.2 Data Preprocessing:
The issue of data quality has a direct relevance on the quality of the data mining results. Although almost everyone accepts the importance of data quality (please refer to Section 2), in reality, it is not always rigorously controlled. Traffic datum is no exception and it suffers from unknown or missing entries, consistency, completeness, redundancy, etc. In this particular case, our data have missing entries with respect to the car’s manufacturing year and the driver’s gender and should be handled before the development of the data mining model. To handle the missing values, we adopted the “Replace Missing Values” method available in Weka machine learning software, which uses modes and means to identify the missing entries.

To ensure that all our attributes are meaningful, a feature selection is used to assess the relevance of each attribute. In this case, we focus on using a feature selection method that is based on filtering. Filtering algorithms use independent search and evaluation methods to determine the relevance of features variables to the data-mining task. In this case, we used the “Gain Ratio Attribute Eval” method available in Weka to evaluate the worth of an attribute by measuring the gain ratio with respect to the class.

3.2 Mining Patterns

Once the data is pre-processed, a sensible data-mining task must be designed to comply with the objectives of predicting the 21 causes of road accidents. This problem can be handled by utilizing a multi-classification technique, therefore, SVM [16,17] was selected. The idea of the SVM algorithm is to map the given training set into a possibly high-dimensional feature space and attempting to locate in that space a hyper plane that maximizes the distance separating the positive from the negative examples [18,19].

The SVM algorithm addresses the general problem of learning to discriminate between positive and negative examples of a given class of n-dimensional vectors [20, 21]. In order to discriminate among the 21 causes of road accidents, the SVM learns a classification function from a set of positive examples \( \mu^+ \) and set of negative examples \( \mu^- \).

The classification function takes the form:

\[
f(x) = \sum_{i \in \mu^+} \lambda_i K(x, x_i) - \sum_{i \in \mu^-} \lambda_i K(x, x_i) \quad (1)
\]

where, the non-negative weights \( \lambda_i \) are computed during training by maximizing a quadratic objective function and the function \( K(x, x_i) \) is called a kernel function. Any accident case \( x \) is then predicted to be positive if the function \( f(x) \) is positive. More details about how the weights \( \lambda_i \) are computed and the theory of SVM can be found in Refs. [16, 17].

3.3 Post-Processing Patterns

Following the classification step, it is important to evaluate the patterns detected by the SVM. Several evaluation measures are used in this study, such as Precision (\( Pr = \frac{TP}{TP + FP} \)), Recall (\( Re = \frac{TP}{TP + FN} \)), F1 measure (\( 2 \cdot \frac{Pr \cdot Re}{Pr + Re} \)) and Accuracy (\( Ac = \frac{TP + TN}{All} \)).
where, TP, TN, FP, FN and All are defined as:

- **TP**: related cause of road accident classified as “related”;
- **TN**: unrelated cause of road accident classified as “unrelated”;
- **FP**: related cause of road accident classified as “unrelated”;
- **FN**: unrelated cause of road accident classified as “related”;
- **All**: total number of causes of road accidents.

### 4. Experimental Work and Results

The experimental work began with the exploration and the preparation of the dataset. Several missing entries were found, particularly under the car’s manufacturing year (2.23%) and gender (18.25%) attributes. The Replace Missing Values method was applied without referring to a particular class. Once the missing data entries were handled, the seven attributes were analyzed and the Gain Ratio Attribute Eval method reveals that the location, vehicle type, and the driver’s country have a strong relationship with the cause of the accident. Similarly, there is no evidence suggesting that gender has a link to the cause of accidents. Details of the attribute evaluation are summarized in Table 1.

One other observation inferred from the data exploration is the fact that the datum is unbalanced. The distribution of causes of accidents is shown in Fig. 2. It is quite obvious to see that most of the accidents took place in the UAE due to an absence of attention/consideration for other drivers or excessively speeding.

From a data-mining point of view, this data requires balancing; therefore, a resampling method with a random seed equal to 1 was used. The resampling in this case produces a random subsample of a dataset using replacements.

Once the preprocessing step is completed and the dataset is prepared, a multiclass SVM was used. The LibSVM (library for support vector machines) implemented by Chang and Lin [22] was used. One of the significant parameters needed to tune the SVM is the choice of the kernel function. The kernel function

![Table 1 - Attribute evaluation.](image)

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Rank</th>
<th>Gain ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>1</td>
<td>0.1932</td>
</tr>
<tr>
<td>Vehicle type</td>
<td>2</td>
<td>0.0704</td>
</tr>
<tr>
<td>Country the driver belongs to</td>
<td>3</td>
<td>0.0494</td>
</tr>
<tr>
<td>Age</td>
<td>4</td>
<td>0.0353</td>
</tr>
<tr>
<td>DEGINJ (level of injury)</td>
<td>5</td>
<td>0.0317</td>
</tr>
<tr>
<td>Year the vehicle was made</td>
<td>6</td>
<td>0.0172</td>
</tr>
<tr>
<td>Gender</td>
<td>7</td>
<td>0</td>
</tr>
</tbody>
</table>

![Fig. 2 - Distribution of the causes of accidents in the UAE.](image)
Table 2  Classification details of causes of accidents.

<table>
<thead>
<tr>
<th>Cause of accident</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol impact</td>
<td>0.807</td>
<td>0.669</td>
<td>0.731</td>
</tr>
<tr>
<td>No consideration for others</td>
<td>0.693</td>
<td>0.896</td>
<td>0.782</td>
</tr>
<tr>
<td>Proper distance not maintained</td>
<td>0.718</td>
<td>0.636</td>
<td>0.674</td>
</tr>
<tr>
<td>Driving without a license</td>
<td>0.848</td>
<td>0.824</td>
<td>0.836</td>
</tr>
<tr>
<td>Negligence and lack of concentration</td>
<td>0.8</td>
<td>0.682</td>
<td>0.736</td>
</tr>
<tr>
<td>Entering an unclear road</td>
<td>0.858</td>
<td>0.749</td>
<td>0.799</td>
</tr>
<tr>
<td>Crossing through a red light</td>
<td>0.899</td>
<td>0.762</td>
<td>0.825</td>
</tr>
<tr>
<td>Sudden turn</td>
<td>0.84</td>
<td>0.642</td>
<td>0.728</td>
</tr>
<tr>
<td>Proper lane not maintained</td>
<td>0.781</td>
<td>0.647</td>
<td>0.708</td>
</tr>
<tr>
<td>Incorrect reverse</td>
<td>0.839</td>
<td>0.635</td>
<td>0.723</td>
</tr>
<tr>
<td>Over-speeding</td>
<td>0.687</td>
<td>0.77</td>
<td>0.726</td>
</tr>
<tr>
<td>Punctured tire</td>
<td>0.724</td>
<td>0.598</td>
<td>0.655</td>
</tr>
<tr>
<td>Reckless driving</td>
<td>0.901</td>
<td>0.628</td>
<td>0.74</td>
</tr>
<tr>
<td>Driving in the wrong direction</td>
<td>0.977</td>
<td>0.764</td>
<td>0.857</td>
</tr>
<tr>
<td>Incorrect passing</td>
<td>0.923</td>
<td>0.75</td>
<td>0.828</td>
</tr>
<tr>
<td>Incorrect U-turn</td>
<td>1</td>
<td>0.81</td>
<td>0.895</td>
</tr>
<tr>
<td>Stray animal</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Sleeping</td>
<td>0.8</td>
<td>1</td>
<td>0.889</td>
</tr>
<tr>
<td>Doors not closed</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Yielding problem</td>
<td>0.5</td>
<td>0.3</td>
<td>0.375</td>
</tr>
<tr>
<td>Loss of load</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Others</td>
<td>0.722</td>
<td>0.433</td>
<td>0.542</td>
</tr>
<tr>
<td>Average</td>
<td>0.767</td>
<td>0.754</td>
<td>0.752</td>
</tr>
</tbody>
</table>

allows the SVM to locate the hyper plane in a highly dimensional space that effectively separates the training data [18, 19]. The Gaussian Radial Basis function is used as it allows pockets of data to be classified, which is more powerful than that just using a linear dot product [18].

Using 10-fold cross-validation, the detailed classification results are shown in Table 2. The overall Precision, Recall, F1 measure, and Accuracy are 0.767, 0.754, 0.752 and 75.395, respectively. Apart from the “Stray animal,” “Yielding problem” and “Fall of the load” causes, the remaining 18 causes were detected with high accuracy.

5. Conclusions

In this paper, a multi-class support vector machine model was developed to enable the prediction of the cause of RTAs in UAE. Several preprocessing methods are used to improve the quality of the traffic data. The accuracy achieved by the developed model is approximately 75%, which is quite acceptable despite the fact that further accuracy improvements are required. The developed model can be used by the UAE traffic police department as a tool for predicting the future causes of RTAs, as well as the offending driver, in the case of the absence of eyewitnesses or when there is a dispute between those who are involved in the accident. The model can assist in avoiding accidents. The good accuracy achieved in this study suggested that there are strong combinations (patterns) of attributes that could lead to possible common causes of accidents. Taking these combinations in consideration, the traffic authorities could communicate and warn drivers to be more alert. Moreover, the analysis of the RTA data has revealed that the dominant causes of RTA in the UAE are typically due to neglecting other vehicles on the road or over-speeding. These causes of RTA are more related to the drivers’ behavior. Traffic police authorities could conduct campaigns and awareness sessions to educate drivers in how to avoid these two causes of RTAs. Other methods of controlling over-speeding should be implemented. In the current study, only seven features attributes were used. In the future, more valuable features describing the cause of RTA should be collected and analyzed.

In this paper, the multi-class support vector machines were used for predicting the causes of road traffic accidents. Despite the fact that the accuracy of the developed model is just acceptable, further improvements for this accuracy are required. For further study different methods, such artificial neural network and decision trees can be investigated to see whether the accuracy of the developed model can be further improved or not. Furthermore, a combination of methods can also be studied in order to enhance the accuracy of the developed model.
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